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 Editorial 
Message from Managing Editor 

The International Journal of Computer Science and Information Security (IJCSIS) is a peer 
reviewed, high-impact online open access journal that publishes research which contribute new 
results and theoretical ideas in all areas of Computer Science & Information Security. The 
editorial board is pleased to present the October 2015 issue which consists of 22 high quality 
papers. The primary objective is to disseminate new knowledge and technology for the benefit of 
all, ranging from academic research and professional communities to industry professionals. It 
especially provides a platform for high-caliber researchers, practitioners and PhD students to 
publish completed research and latest development in these areas. We are glad to see variety of 
articles focusing on the major topics of innovation and computer science; IT security, Mobile 
computing, Cryptography, Software engineering, Wireless sensor networks etc. This scholarly 
resource endeavors to provide international audiences with the highest quality research and 
adopting it as a critical source of reference. 

Over the last years, we have revised and expanded the journal scope to recruit papers from 
emerging areas of green & sustainable computing, cloud computing security, forensics, mobile 
computing and big data analytics.  IJCSIS archives all publications in major academic/scientific 
databases and is indexed by the following International agencies and institutions: Google Scholar, 
CiteSeerX, Cornell’s University Library, Ei Compendex, Scopus, DBLP, DOAJ, ProQuest, ArXiv, 
ResearchGate and EBSCO among others.  

We thank and congratulate the wonderful team of editorial staff members, associate editors, and 
reviewers for their dedicated services to review and recommend high quality papers for 
publication. In particular, we would like to thank distinguished authors for submitting their papers 
to IJCSIS and researchers for continued support by citing papers published in IJCSIS. Without 
their continued and unselfish commitments, IJCSIS would not have achieved its current premier 
status. 

“We support researchers to succeed by providing high visibility & impact value, prestige and 
excellence in research publication.” 
 
For further questions please do not hesitate to contact us at ijcsiseditor@gmail.com.   
 
A complete list of journals can be found at: 
http://sites.google.com/site/ijcsis/  
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1. Paper 30091501: A Novel RFID-Based Design-Theoretical Framework for Combating Police 
Impersonation (pp. 1-9) 
 
 Isong Bassey & Ohaeri Ifeaoma, Department of Computer Sciences, North-West University Mmabatho, South 
Africa  
Elegbeleye Femi, Department of Computer Science & Info. Systems, University of Venda Thohoyandou, South 
Africa 
 
Abstract — Impersonation, a form of identity theft is recently gaining momentum globally and South African (SA) 
is not an exception. Particularly, police impersonation is due to lack of specific security features on police 
equipment which renders police officers (PO) vulnerable. Police impersonation is a serious crime against the state 
and could place the citizens in a state of insecurity and upsurge social anxiety. Moreover, it could tarnish the image 
of the police and reduce public confidence and trust. Thus, it is important that POs’ integrity is protected. This paper 
therefore, aim to proffer solution to this global issue. The paper proposes a radio frequency identification (RFID) 
related approach to combat impersonation taking the South African Police Service (SAPS) as a focal point. The 
purpose is to assist POs to identify real POs or cars in a real-time mode. In order to achieve this, we propose the 
design of an RFID-based device having both tag and mini-reader integrated together on every PO and cars. The 
paper also implemented a novel system prototype interface called Police Identification System (PIS) to assist the 
police in the identification process. Given the benefits of RFID, we believed that if the idea is adopted and 
implemented by SAPS, it could help stop police impersonation and reduce crime rate. 
  
Keywords — impersonation, police, rfid, crime. 
 
 
2. Paper 30091502: An (M, K) Model Based Real-Time Scheduling Technique for Security Enhancement (pp. 
10-18) 
 
 Y. Chandra Mouli & Smriti Agrawal, Department of Information Technology, Chaitanya Bharathi Institute of 
Technology, Hyderabad, India 
 
Abstract — Real Time Systems are systems where timely completion of a task is required to avoid catastrophic 
loses. The timely completion is guaranteed by a scheduler. The conventional schedulers only consider only the 
meeting the deadline as only design parameter and do not consider security requirement of an application. Thus 
modification of the conventional scheduler is required to ensure security to the Real time application. The existing 
security aware Real-Time scheduler (MAM) provides security to a task whenever possible and drops tasks whenever 
it is unable to schedule it within its deadline. The major problem in this tech scheduler is that it does not guarantee 
minimum security to all tasks. Thus, some may be exposed to security threats, which may be undesirable. Further, 
tasks are dropped in an unpredicted manner which is undesirable for Real Time Systems. This project presents an 
(M, K) model based Real Time scheduling technique SMK which guarantees that ‘M’ tasks in a window of ‘K’ 
successive task complete. It guarantees minimum security level to all the tasks and improves whenever possible. The 
simulation results show that the proposed SMK is approximately 15% better than the existing system.  
 
Keywords — Hard real-time scheduler, security, (M, K) model. 
 
 
 
 
 
 
 



3. Paper 30091503: Comparing PSO and GA Optimizers in MLP to Predict Mobile Traffic Jam Times (pp. 
19-30) 
 
W. Ojenge, School of Computing, TUK, Nairobi, Kenya 
W. Okelo-Odongo, School of Computing, UON, Nairobi, Kenya 
P. Ogao, School of Computing, TUK, Nairobi, Kenya 
 
 
Abstract- Freely-usable frequency spectrum is dwindling quickly in the face of increasingly greater demand. As 
mobile traffic overwhelm the frequency allocated to it, some frequency bands such as for terrestrial TV are 
insufficiently used. Yet the fixed spectrum allocation dictated by International Telecommunications Union disallows 
under-used frequency from being taken by those who need it more. This under-used frequency is, however, 
accessible for unlicensed exploitation using the Cognitive Radio. The cognitive radio would basically keep 
monitoring occupation of desirable frequencies by the licensed users and cause opportunistic utilization by 
unlicensed users when this opportunistic use cannot cause interference to the licensed users. In Kenyan situation, the 
most appropriate technique would be Overlay cognitive radio network. When the mobile traffic is modeled, it is 
easier to predict the exact jam times and plan ahead for emerging TV idle channels at the exact times. This paper 
attempts to explore the most optimal predictive algorithms using both literature review and experimental method. 
Literature on the following algorithms were reviewed; simple Multilayer perceptron, both simple and optimized 
versions of support vector machine, Naïve Bayes, decision trees and K-Nearest Neighbor. Although in only one 
occasion did the un-optimized multilayer perceptron out-perform the others, it still rallied well in the other 
occasions. There is, therefore, a high probability that optimizing the multilayer perceptron may enable it out-perform 
the other algorithms. Two effective optimization algorithms are used; genetic algorithm and particle swarm 
optimization. This paper describes the attempt to determine the performance of genetic-algorithm-optimized 
multilayer perceptron and particle-swarm-optimization-optimized multilayer perceptron in predicting mobile 
telephony jam times in a perennially-traffic jammed mobile cell. Our results indicate that particle-swarm-
optimization optimized multilayer perceptron is probably a better performer than most other algorithms. 
 
Keywords – MLP; PSO; GA; Mobile traffic 
 
 
4. Paper 30091505: New Variant of Public Key Based on Diffie-Hellman with Magic Cube of Six-Dimensions 
(pp. 31-47) 
 
Omar A. Dawood, Dr. Abdul Monem S. Rahma, Dr. Abdul Mohsen J. Abdul Hossen 
Computer Science Department, University of Technology, Baghdad, Iraq 
 
Abstract - In the present paper we are developed a new variant of asymmetric cipher (Public Key) algorithm that 
based on the Diffie-Hellman key exchange protocol and the mathematical foundations of the magic square and 
magic cube as the alternative to the traditional discrete logarithm and the integer factorization mathematical 
problems. The proposed model uses the Diffie-Hellman algorithm just to determine the dimension of magic cube's 
construction and through which determines the type of based magic square in the construction process if it is (odd, 
singly-even or doubly-even) type, as well as through which determined the starting number and the difference value 
in addition to the face or dimension number that will generate the ciphering key to both exchanged parties. From the 
other point it exploits the magic cube characteristics in encryption/decryption and signing/verifying operations. The 
magic cube is based on the folding six of series magic squares with sequential or with period numbers of n-
dimensions that represent the faces or dimensions of magic cube. The proposed method speed up the ciphering and 
deciphering process as well as increases the computational complexity and gives a good insight to the designing 
process. The magic sum and magic constant of the magic cube play a vital role in encryption and decryption 
operations that imposes to keep as a secret key. 
  
Keywords: Magic Cube, Magic Square, Diffie-Hellman, RSA, Digital Signature. 
 
 
 



5. Paper 30091507: Defining Project Based Learning steps and evaluation method for software engineering 
students (pp. 48-55) 
 
Mohammad Sepahkar, Department of Computer Engineering, Islamic Azad University of Najafabad, Iran 
Faramarz Hendessi, Department of Computer & Electronic, Isfahan University of Technology, Iran 
Akbar Nabiollahi, Department of Computer Engineering, Islamic Azad University of Najafabad, Iran 
  
Abstract - Needing well educated and skillful workforce is one of the top items in industrial top priority list. But 
traditional education systems only focus on teaching theoretical knowledge to students which leads to lack of 
practical experience in them. Therefore modern pedagogy came to overcome this problem. Project based learning is 
one of these interactive learning pedagogies which is mostly used in engineering educations all over the world. In 
this research, we review a case study of executing a project based learning program in Isfahan University of 
Technology, Computer Engineering Department. During this overview, we explain all the steps needed for holding a 
PjBL curriculum with subject of software development. Finally we discuss about evaluation method for Project 
based learning programs. 
 
Keywords: Project based Learning, Education Pedagogy, Traditional Pedagogy, Software development, Team 
setup, Evaluation 
 
 
6. Paper 30091511: Automated Recommendation of Information to the Media by the Implementation of Web 
Searching Technique (pp. 56-60) 
 
 Dr. Ashit kumar Dutta, Associate Professor, Shaqra University 
 
Abstract - Internet become the important media among the people all over the world. All other media depend on 
internet to gather information about the user navigational pattern and uses those information for their development. 
Web mining is the technology used for research carried out in internet. The notion of the research is to recommend 
the media to publish the frequently searched topics as news. The research uses google trends and hot trends data to 
find out the frequently searched topics by the user. An automated system is implemented to crawl items from the 
google trends and to recommend the same to the media.  
 
Keyword: Internet, Recommendation system, feeds, web mining, Text mining 
 
 
7. Paper 30091513: Comparison of Euclidean Distance Function and Manhattan Distance Function Using K-
Mediods (pp. 61-71) 
 
Md. Mohibullah, Md. Zakir Hossain, Mahmudul Hasan, Department of Computer Science and Engineering, Comilla 
University, Comilla, Bangladesh 
 
Abstract -- Clustering is one kind of unsupervised learning methods. K-mediods is one of the partitioning clustering 
algorithms and it is also a distance based clustering. Distance measure is an important component of a clustering 
algorithm to measure the distances between data points. In this thesis paper, a comparison between Euclidean 
distance function and Manhattan distance function by using K-mediods has been made. To make this comparison, an 
instance of seven objects of a data set has been taken. Finally, we will show the simulation results in the result 
section of this paper. 
  
Keywords-- Clustering, K-mediods, Manhattan distance function, Euclidean distance function. 
 
 
 
 
 
 
 



8. Paper 30091520: Proposed GPU Based Architecture for Latent Fingerprint Matching (pp. 72-78) 
 
Yenumula B Reddy, Dept. of Computer Science, GSU 
 
Abstract — Most of the fingerprint matching systems use the minutiae-based algorithms with a matching of ridge 
patterns. These fingerprint matching systems consider ridge activity in the vicinity of minutiae points, which has 
poorly recorded/captured exemplary prints (information). The MapReduce technique is enough to identify a required 
fingerprint from the database. In the MapReduce process, minutiae of the latent fingerprint data used as keys to the 
reference fingerprint database. The latent prints are analyzed using Bezier ridge descriptors to enhance the matching 
of partial latent against reference fingerprints. We implemented the MapReduce process to select a required 
document from a stream of documents using MapReduce package. MapReduce model uses parallel processing to 
generate results. However, it does not have the capability of using Graphics processing units (GPU) to execute faster 
than CPU-based system. In this research, we proposed a Python based Anaconda Accelerate system that uses GPU 
architecture to respond faster than MapReduce. 
  
Keywords: fingerprint, minutiae points, MapReduce, Bezier ridge, GPU-based architecture; 
 
 
9. Paper 30091523: Accelerated FCM Algorithm based on GPUs for Landcover Classification on Landsat-7 
Imagery (pp. 79-84) 
 
 Dinh-Sinh Mai, Le Quy Don Technical University, Hanoi, Vietnam 
 
Abstract - Satellite imagery consists of images of Earth or other planets collected by satellites. Satellite images have 
many applications in meteorology, agriculture, biodiversity conservation, forestry, geology, cartography, regional 
planning, education, intelligence and warfare. However, satellite image data is of large size, so satellite image 
processing methods are often used with other methods to improve computing performance on the satellite image. 
This paper proposes the use of GPUs to improve calculation speed on the satellite image. Test results on the 
Landsat-7 image shows the method that authors proposed could improve computing speed faster than the case of 
using only CPUs. This method can be applied to many different types of satellite images, such as Ikonos image, 
Spot image, Envisat Asar image, etc. 
 
Index Terms- Graphics processing units, fuzzy c-mean, land cover classification, satellite image. 
 
 
10. Paper 30091525: Object Oriented Software Metrics for Maintainability (pp. 85-92) 
 
 N. V. Syma Kumar Dasari, Dept. of Computer Science, Krishna University, Machilipatnam, A.P., India. 
Dr. Satya Prasad Raavi, Dept. of CSE, Acharya Nagarjuna University, Guntur. A.P., India. 
 
Abstract - Measurement of the maintainability and its factors is a typical task in finding the software quality on 
development phase of the system. Maintainability factors are understandability, modifiability, and 
analyzability…etc. The factors Understandability and Modifiability are the two important attributes of the system 
maintainability. So, metric selections for the both factors give the good results in system of maintainability rather 
than the existed models. In the existing metrics obtained for Understandability and Modifiability factors based on 
only generalization (inheritance) of the structural properties of the system design. In this paper we proposed 
SatyaPrasad-Kumar (SK) metrics for those two factors with help of more structural properties of the system. Our 
proposed metrics were validated against the Weyker’s properties also and got the results in good manner. When 
compare our proposed metrics are better than the other well-known OO (Object-Oriented) design metrics in getting 
the Weyker’s properties validation. 
  
Keywords – Understandability; Modifiability; Structural metrics; System Maintainability,; Weyker’s properties; SK 
metrics; OO design; 
 
 



11. Paper 30091529: A hybrid classification algorithm and its application on four real-world data sets (pp. 93-
97) 
 
 Lamiaa M. El Bakrawy, Faculty of Science, Al-Azhar University, Cairo, Egypt 
Abeer S. Desuky ,Faculty of Science, Al-Azhar University, Cairo, Egypt 
 
Abstract — The aim of this paper is to propose a hybrid classification algorithm based on particle swarm 
optimization (PSO) to enhance the generalization performance of the Adaptive Boosting (AdaBoost) algorithm. 
AdaBoost enhances any given machine learning algorithm performance by producing some weak classifiers which 
requires more time and memory and may not give the best classification accuracy. For this purpose, We proposed 
PSO as a post optimization procedure for the resulted weak classifiers and removes the redundant classifiers. The 
experiments were conducted on the basis of four real-world data sets: Ionosphere data set, Thoracic Surgery data set, 
Blood Transfusion Service Center data set (btsc) and Statlog (Australian Credit Approval) data set from the 
machine-learning repository of University of California. The experimental results show that a given boosted 
classifier with our post optimization based on particle swarm optimization improves the classification accuracy for 
all used data. Also, the experiments show that the proposed algorithm outperforms other techniques with best 
generalization. 
 
 
12. Paper 30091532: Towards an Intelligent Decision Support System Based on the Multicriteria K-means 
Algorithm (pp. 98-102) 
 
Dadda Afaf, Department of Industrial and Production Engineering, ENSAM University My ISMAIL, Meknes, 
Morocco 
Brahim Ouhbi, Department of Industrial and Production Engineering, ENSAM University My ISMAIL, Meknes, 
Morocco  
 
Abstract — the actual management of Renewable Energy (RE) project is involving a large number of stakeholders in 
an uncertainty and dynamic environment. It is also a multi-dimensional process, since it has to consider 
technological, financial, environmental, and social factors. Multicriteria Decision Analysis appears to be the most 
appropriate approach to understand the different perspectives and to support the evaluation of RE project. This paper 
aims to present an intelligent decision support system (IDSS), applied to renewable energy field. The proposed IDSS 
is based on combination of the binary preference relations and the multi-criteria k-means algorithm. An 
experimental study on a real case is conducted. This illustrative example demonstrates the effectiveness and 
feasibility of the proposed IDSS. 
  
Keywords- Artificial Inteligence; Decision Support system, Multicriteria relation Clustring; k-means algorithm. 
 
 
13. Paper 30091533: Implementation Near Field Communication (NFC) In Checkpoint Application On 
Circuit Rally Base On Android Mobile (pp. 103-109) 
 
Gregorius Hendita Artha K, Faculty of Engineering, Department of Informatics, University of Pancasila 
 
Abstract - Along with the rapid development of information technology and systems that were built to support 
business processes, then the required transaction data more quickly and safely. Several mechanisms are now widely 
used transactions with NFC include Internet Online Payment, Smart Cards, Radio Frequency Identification ( RFID ), 
Mobile Payment , and others. Where the mechanism - the mechanism is designed to simplify the user make 
transactions whenever and wherever the user is located. Build a new innovation from Checkpoint Apps In Rally Car 
circuits with Method NFC (Near Field Communication) Android Based Mobile. Basically , this is all the user system 
rally car competition organizers who set up several posts in the circuit for participants to be able to monitor the 
checkpoint that has been passed the participants are provided in each post - checkpoint . With the demand for speed 
in transactions , security , and ease of getting information , so the research is to discuss the checkpoint information 
on the rally car circuit method NFC ( Near Field Communication ) based mobile android . By using NFC technology 
in mobile devices connected to the checkpoint transaction process will be done faster, saving, and efficient. 
Application Circuit Rally Checkpoint On the Method of NFC (Near Field Communication) Android Based Mobile 



can monitor the riders who are competing at a distance, so the crew team from each participating teams and the 
competition committee can see and track the whereabouts of the car which had reached a certain checkpoint. This 
application can be run through the android mobile to tell him where the car. The workings of web monitoring graphs 
are also features that can learn from each checkpoint and rally car so that it can be used easily in view of a moving 
car on the racing circuit. Android apps only support the devices that already have NFC reader , as in the designation 
as a liaison with NFC card . All mobile applications and websites related to the wifi network that has been provided 
so that the system can store data and display it on a website monitoring. 
 
Keywords- NFC, Near Field Communication, Android, Rally, Checkpoint 
 
 
14. Paper 30091536: E-Government In The Arab World: Challenges And Successful Strategies (pp. 110-115) 
 
Omar Saeed Al Mushayt, College of Business & Administration, KKU, Abha, KSA  
 
Abstract - Information Technology (IT) with its wide applications in all aspects of our life is the main feature of our 
era. It is considered as the telltale of development and progress of a country. That is why most countries are 
implementing IT in all areas through the establishment of the concept “e- government”. In this paper, we propose 
the importance of e-government, its contents, requirements, and then demonstrate the reality of e- government in the 
Arab World, discussing its challenges and successful strategies.  
 
Keywords: Information Technology, e-government, e-government in the Arab World. 
 
 
15. Paper 30091530: CODMRP: A Density-Based Hybrid Cluster Routing Protocol in MANETs (pp. 116-122) 
 
 Yadvinder Singh, Department of Computer Science & Engineering, Sri Sai College of Engineering & Technology, 
Amritsar, India  
Kulwinder Singh, Assistant Professor, Department of Computer Science & Engineering, Sri Sai College of 
Engineering & Technology, Amritsar, India 
 
Abstract — Cluster based on demand multicasting provides an efficient way to maintain hierarchical addresses in 
MANETs. To overcome the issue of looping in the ad hoc network, several ap-proaches were developed to make 
efficient routing. The challenge encountered by multicast routing protocols in this ambience is to envisage creating a 
cluster based routing within the constraints of finding the shortest path from the source and to convert a mesh based 
protocol into Hybrid. This paper represents a novel mul-ticast routing protocol C-ODMRP (Cluster based on 
demand routing protocol), a density-based hybrid, which is a combination of tree-based and mesh-based 
multicasting scheme. K-means algorithm approach also used to choose the Cluster_Head, which helps in 
dynamically build routes and reduces the overhead of looping. C-ODMRP is well suited for ad hoc networks, as it 
choose Cluster_Head through shortest path and topology changes frequently. 
  
Keywords-C-ODMRP, Cluster_Head, K-means, density-based Hybrid, Route Table , MANETs. 
 
 
16. Paper 30091526: Life time Enhancement through traffic optimization in WSN using PSO (pp. 123-129) 
 
Dhanpratap Singh, CSE, MANIT, Bhopal, India 
Dr. Jyoti Singhai, ECE, MANIT, Bhopal, India 
 
Abstract - Technologies used for wireless sensor network are extremely concentrated over improvement in lifetime 
and coverage of sensor network. Many obstacles like redundant data, selection of cluster heads, proper TDMA 
scheduling, sleep and Wake-up timing, nodes coordination and synchronization etc are required to investigate for the 
efficient use of sensor network. In this paper Lifetime improvement is an objective and reduction of redundant 
packets in the network is the solution which is accomplished by optimization technique. Evolutionary algorithms are 
one of the category of optimization techniques which improve the lifetime of the sensor network through optimizing 
traffic, selecting cluster heads, selecting schedules etc. In the proposed work the Particle Swarm optimization 



Technique is used for the improvement in the lifetime of the sensor network by reducing number of sensor which 
transmits redundant information to the coordinator node. The optimization is based on various parameters such as 
Link quality, Residual energy and Traffic Load. 
 
Keywords: Lifetime, optimization, PSO, Fuzzy, RE, QL, SS 
 
 
17. Paper 30091521: Face Liveness Detection – A Comprehensive Survey Based on Dynamic and Static 
Techniques (pp. 130-141) 
 
Aziz Alotaibi, University of Bridgeport, CT 06604, USA 
Ausif Mahmood, University of Bridgeport, CT 06604, USA  
 
Abstract - With the wide acceptance of online systems, the desire for accurate biometric authentication based on 
face recognition has increased. One of the fundamental limitations of existing systems is their vulnerability to false 
verification via a picture or video of the person. Thus, face liveness detection before face authentication can be 
performed is of vital importance. Many new algorithms and techniques for liveness detection are being developed. 
This paper presents a comprehensive survey of the most recent approaches and their comparison to each other. Even 
though some systems use hardware-based liveness detection, we focus on the software-based approaches, in 
particular, the important algorithms that allow for an accurate liveness detection in real-time. This paper also serves 
as a tutorial on some of the important, recent algorithms in this field. Although a recent paper achieved an accuracy 
of over 98% on the liveness NUAA benchmark, we believe that this can be further improved through incorporation 
of deep learning.  
 
Index Terms — Face Recognition, Liveness Detection, Biometric Authentication System, Face Anti-Spoofing Attack. 
 
 
18. Paper 30091515: Cryptanalysis of Simplified-AES Encrypted Communication (pp. 142-150) 
 
Vimalathithan. R, Dept. of Electronics and Communication  Engg., Karpagam College of Engineering, Coimbatore, 
India 
D. Rossi, Dept. of Electronics and Computer Science University of Southampton, Southampton, UK 
M. Omana, C. Metra, Dept. of Electrical, Electronic and Information Engineering, University f Bologna, Bologna, 
Italy 
M. L. Valarmathi, Dept. Computer Science , Government College of Technology, Coimbatore, India  
 
Abstract — Genetic algorithm based Cryptanalysis has gained considerable attention due to its fast convergence 
time. This paper proposes a Genetic Algorithm (GA) based cryptanalysis scheme for breaking the key employed in 
Simplified- AES. Our proposed GA allows us to break the key using a Known Plaintext attack requiring a lower 
number of Plaintext-Ciphertext pairs compared to existing solutions. Moreover, our approach allows us to break 
the S-AES key using also a Ciphertext-only attack. As far as we are concerned, it is the first time that GAs are used 
to perform this kind of attack on S-AES. Experimental results prove that our proposed fitness function along with 
GA have drastically reduced the search space by a factor of 10 in case of Known plain text and 1.8 in case of 
Ciphertext only attack.  
 
Index Terms — Cryptanalysis, Genetic Algorithm, Plaintext, Ciphertext, Simplified-AES. 
 
 
 
 
 
 
 
 
 
 



19. Paper 30091508: Risk Assessment in Hajj Event - Based on Information Leakage (pp. 151-155) 
 
Asif Bhat, Department of Information Technology, International Islamic University Malaysia, Kuala Lumpur 
Malaysia 
Haimi Ardiansyah, Department of Information Technology, International Islamic University Malaysia, Kuala 
Lumpur Malaysia 
Said KH. Ally, Department of Information Technology, International Islamic University Malaysia, Kuala Lumpur 
Malaysia 
Jamaluddin Ibrahim, Department of Information Technology, International Islamic University Malaysia, Kuala 
Lumpur Malaysia 
 
Abstract -- Annually, millions of Muslims embark on a religious pilgrimage called the “Hajj” to Mecca in Saudi 
Arabia. Management of Hajj activities is a very complex task for Saudi Arabian authorities and Hajj organizers due 
to the large number of pilgrims, short period of Hajj and the specific geographical area for the movement of 
pilgrims. The mass migration during the Hajj is unparalleled in scale, and pilgrims face numerous problems. 
Including RFID tags there are many types of identification and sensor devices developed for efficient use. Such 
technologies can be used together with the database systems and can be extremely useful in improving the Hajj 
management. The information provided by the pilgrims can be organised in the Hajj database and can be used to 
effectively identify individuals. The current system of data management is mostly manual, leading to various leaks. 
As more of the sensitive data gets exposed to a variety of health care providers, merchants, social sites, employers 
and so on, there is a higher chance of Risk. An adversary can “connect the dots” and piece together the information, 
leading to even more loss of privacy. Risk assessment is currently used as a key technique for managing Information 
Security. Every organization is implementing the risk management methods. Risk assessment is a part of this 
superset, Risk Management. While security risk assessment is an important step in the security risk management 
process, this paper will focus only on the Risk assessment.  
 
Keywords: Hajj, Information Leakage, Risk Assessment. 
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Abstract - For abstract we shall discuss the following method. DWDM: dense wavelength division multiplexing. It 
is the method for expanding the data transfer capacity of optical system interchanges. DWDM controls wavelength 
of light to keep sign inside its own specific light band. In DWDM system dispersion and optical sign are the key 
elements. Raman and 100G advances are particularly discussed. 
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Okal Christopher Otieno 
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Abstract - Information and knowledge engineering is a significant field for various applications on processes around 
the globe. This investigation paper provides an overview of the status of development of the concept and how it 
relates to other areas such as information technology. The area that is of primary concern to this research is the 
connection with artificial intelligence. There is a revelation that knowledge engineering derives most of its 
operational domains from the principles of that concept. There is also a strong relation with the area of software 
development. As the research shows, they both have the same end products and procedures of attaining it. They both 
produce a computer program that deals with a particular issue in their contexts. The discussion also focuses on the 
two modeling approaches that are canonical probabilistic and decision based software processes. There is a 
description of the typical knowledge engineering process that each activity has to go through for efficient operation. 
The paper also takes a look at of the applications of knowledge-based systems in the industry. 
 



 
22. Paper 30091518: Online Support Vector Machines Based on the Data Density (pp. 181-185) 
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Abstract — nowadays we are faced with an infinite data sets, such as bank card transactions, which according to its 
specific approach, the traditional classification methods cannot be used for them. In this data, the classification 
model must be created with a limited number of data and then with the receiving every new data, first, it has been 
classified and ultimately according to the actual label (which obtained with a delay) improve classification model. 
This problem known the online classification data. One of the effective ways to solve this problem, the methods are 
based on support vector machines that can pointed to OISVM, ROSVM, LASVM. In this classification accuracy and 
speed and memory is very important; on the other hand, since finishing operations support vector machines only 
depends to support vector which is nearly to optimal hyperplane clastic; all other samples are irrelevant about this 
operation of the decision or optimal hyperplane, in which case it is possible classification accuracy be low. In this 
paper to achieve the desirable and accuracy and speed memory, we want by reflect the distribution density samples 
and linearly independent vectors, improve the support vector machines. Performance of the proposed method on the 
10 dataset from UCI database and KEELS evaluation. 
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Abstract—Impersonation, a form of identity theft is recently 

gaining momentum globally and South African (SA) is not an 
exception. Particularly, police impersonation is due to lack of 
specific security features on police equipment which renders police 
officers (PO) vulnerable. Police impersonation is a serious crime 
against the state and could place the citizens in a state of insecurity 
and upsurge social anxiety. Moreover, it could tarnish the image of 
the police and reduce public confidence and trust. Thus, it is 
important that POs’ integrity is protected. This paper therefore, aim 
to proffer solution to this global issue. The paper proposes a radio 
frequency identification (RFID) related approach to combat 
impersonation taking the South African Police Service (SAPS) as a 
focal point. The purpose is to assist POs to identify real POs or cars 
in a real-time mode. In order to achieve this, we propose the design 
of an RFID-based device having both tag and mini-reader 
integrated together on every PO and cars. The paper also 
implemented a novel system prototype interface called Police 
Identification System (PIS) to assist the police in the identification 
process. Given the benefits of RFID, we believed that if the idea is 
adopted and implemented by SAPS, it could help stop police 
impersonation and reduce crime rate 

Keywords—impersonation, police, rfid, crime.  

I.  INTRODUCTION 

Today, the world has witnessed a number of technological 
developments which has become widespread in all realms of 
life. Central to this is the exponential growth in the use of 
information and communication technologies (ICTs) that has 
proffered a platform for effective and efficient ideas, 
information and knowledge sharing [1][2]. In particular, the 
rapid proliferation of the Internet interconnectivity has 
changed the manner communication and businesses are 
performed whether personally, by organizations or the 
government [2][3]. While the derived benefits of the 
interconnectivity are great, they also poses significant risks 
that are known to be grievous and devastating [2]. In recent 
years, activities on the Internet has gained momentum as their 
physical life counterpart. Though, in the physical life a person 
is known to have one name to an activity, the case is not 
always the same on the Internet as one person can have several 
identities [4]. Consequently, the multiple identities can be 
used by such persons for the different purpose or services. 
This could be problematic. While there are several approaches 
or schemes in place to manage multiple identities online, 
multiple identities problems still exist in the physical life 

today with negative impact on critical services delivery in the 
society. One of such issue is the continual impersonation of 
Police Officers (PO) and other uniform personnel in which the 
South Africa (SA) police is not an exception.  
 
Impersonation is an illegal act which has gained global 
concern and nothing has been done to totally eliminate it. It is 
an act of stealing someone else’s identity and assume the 
person's identity. Impersonation occurs when one person uses 
someone’s personal information such as name, identity card, 
or credit card number, etc. to carry out actions not permitted 
such as frauds or other crimes. According to Marx [5], 
“…impersonation represents a kind of temporary identity theft 
that can hurt not only the duped, but society more broadly”. 
This illegal act could be used to gain access to essential 
resources, services and other benefits in that person's name 
[6]. However, police impersonation is described by [7] as 
“…an act of falsely portraying oneself as a member of the 
police, for the purpose of deception”. This deception carries 
great consequences as the impersonator tends to legitimize 
acts such as burglary, violent sexual assaults, robberies, 
killings, detaining [7][8], and so on. The offence class 
associated with police impersonation include verbal 
identification, fake badge, warrant card, fake uniform and fake 
vehicle [7][8]. These are used by the impostors to commit 
their crime under the police umbrella.  
 
In several countries of the world, police impersonation is 
punishable with heavy custodial sentences attached. Several 
cases of police impersonation has been reported especially in 
the US, SA, Nigeria, Mexico and other countries of the world 
[8]. One of such cases is at the youth camp on the island in 
Norway on 22nd of July, 2011 where a man who posed as 
police officer started shooting at everyone [8]. While the 
impersonation act is easily accomplished, it is a serious crime 
that requires urgent and great attention. The fact remains that 
the police has an undisputed function of protecting lives and 
properties of the citizen of a nation. Hence, exploiting the 
vulnerability in the police may place the entire society at risk 
for easy harassment [8]. In addition, it could go a long way to 
quivering or reducing the confidence the public has in the law 
enforcement especially when they are oblivion of the real 
actors of a crime as impostors try to assert police-like 
authority. On this note, Marx [5] stressed that, “….unlike the 
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current crime of identity theft, impersonating an ‘agent of the 
state’ is the theft or appropriation of a social identity”. Hence, 
the social implication is that, when confidence in the police 
get eroded, the citizens would be left in a state of insecurity 
and increased social anxiety [5][8]. This will then threaten the 
ability of the police to effectively perform their work, reduce 
level of trust and tarnish their reputation [5][8][9]. 
 

Today, police impersonation can easily be executed to commit 
a serious crime due to lack of distinct features associated with 
police equipment. Most people and even some members of the 
police authority have argued that those who impersonate the 
police are not harmful and their actions are being characterized 
as some form of tricks [10]. However, police impersonators are 
set to do more harm than just feigning to be POs. As the crime 
flourishes today, Callie et al [8] have suggested that the crime 
is common because of the insignificant penalties attached to the 
crime and nothing has been done to deter offenders. Therefore, 
our opinion in this paper is to rid impersonators in the society 
as their actions can promote insecurities and rid polices’ trust 
and confidence. With the instruments that enables criminals to 
pose as PO, it is always difficult if not impossible to 
distinguish between real and nor real POs. Given the critical 
context, it is imperative that the police have to be protected 
from impostors in order to carry out their duties effectively. 
Though research on police impersonation is rare in the 
literature, this paper is geared towards offering a solution to the 
looming problem via the use of radio frequency identification 
(RFID) technology. The choice of RFID technology is that it 
has been known as one of the pervasive computing 
technologies that offers support for both practical and real-time 
implementation with reference to item identification, 
monitoring and tracking [18]. The central focus of this paper is 
the South African Police Service (SAPS) because of the high 
wave of police impersonation and other related crimes in the 
country. The integrity of the SAPS will be protected against 
impersonation vulnerability and consequently, if the RFID-
based system is properly implemented, the confidence in the 
police will be strengthened. 

The rest of the paper is organized as follows: Section II is 
the related works, Section III highlights impersonation crime in 
SA, Section IV is about RFID technology, Section V is the 
proposal, and Section VI is the proposed system operations. 
Accordingly, Section VII is the discussion, benefits and 
limitations while Section VIII is the paper conclusions. 

II. RELATED WORKS 

RFID technology is gaining momentum in recent years and 
has received considerable attention more than other 
technologies in the automatic identification and data capture 
(AIDC) group. The technology has found application in 
various fields ranging from object, human or animal 
identification, tracing, tracking to monitoring [18]. Researches 
in the literature have shown that where RFID has been 
successfully applied, it yields positive impacts.  Some of the 
successful applications of the technology are highlighted in 
this section:      
 

One important application of RFID is in object monitoring. In 
this trend, an RFID-based livestock monitoring system was 
developed by [21]. The system monitors each livestock 
movement and also provides information about them using the 
RFID tag embedded on the animals. Moreover, in another 
study by [22], a Cold Chain monitoring system using RFID 
was developed and used to track the product movements in the 
supply chain. The system operates in a real-time mode where 
locations are tracked, temperature monitored to ensure 
products quality during delivery. In a similar work, a project 
called FARMA was developed by [23]. It uses the RFID 
technology alongside wireless mobile network to track 
animals as well as access their information stored in a data 
repository. The basis was to track and identify the animals 
when they gets lost. 
 
In another successful RFID application by [24], a context 
aware notification system based on RFID was designed and 
developed for university students. The notification system was 
developed with the goal of delivering urgent notifications to 
expected students instantly where there were at the moment 
according to Haron et al [24]. Furthermore, Herdawatie et al 
[25] designed a student tracking system that track students’ 
location in a boarding school using a combination of RFID 
and biometric sensor. In the same vein, Christopher et al [26] 
also developed a system that automate the long-term mice 
behavior watching in socially or structurally complex caged 
environments via RFID system. The system accurately 
accounts for the locations of all mice as well as each mouse’s 
location information over time and so on. In akin work by 
[27], an RFID-based system was developed to identify patients 
in the hospital. The aim was to identify patients faster 
especially in the case of unconscious patients or those that 
can’t communicate which could delay treatments. Also, 
Catarinucci et al [28] developed an RFID-based automated 
system that tracks and analyses behavior of rodents in an ultra-
high-frequency bandwidth.  
 
Highlighted above are some of the successful application and 
there exist several others we have not discussed in this paper. 
Based on these successes in tracking, monitoring and 
identifying, we strongly support that the application of RFID 
in combating police impersonation could assist SAPS in 
identifying who is a real PO and who is not. 

III. POLICE IMEPERSONATION IN SOUTH AFRICA 

In our society today, identity theft is not a new phenomenon as 
it has remained in existence for some times now and 
impersonating the police is not an exception. However, when 
this becomes widespread among law enforcement agents, 
insecurity and increased social anxiety could become the order 
of the state [5][8]. Considering the primary functions of the 
police which include protecting the citizenry from crime, 
maintaining law and order, preventing and controlling terrorist 
activities and any other threats that can undermine the peace 
and harmony of a nation, there is need for the police to be 
protected from any form of threats that can place the society at 
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risks of insecurity and lack of trust and confidence on the part 
of the police. 
  
With the focal point on SAPS, several incidences of police 
impersonation has increased in recent years and some have 
been reported on the media. Among such cases is one reported 
by [11], involving a convicted rapist and a thief who ran away 
from jail and later became a police captain in Polokwane 
police station. It was embarrassing that he was never checked 
as a valid PO and record never assessed but was allowed to 
performed full police functions. Another related incident is the 
case of police impostors in KwaZulu-Natal (KZN) where it 
was alleged criminals broke into POs home, stole their 
uniforms and cloned their identification cards [12]. According 
to the report, the equipment were then used for armed 
robberies, with well-known businessmen as their target. The 
extorted money from their victims but were later arrested by 
the police. Several other cases of police impersonation have 
also been reported in KZN where uniforms and identification 
cards were used. However, the police authority argued that 
people posing as POs was possible because it was easy to 
clone their identity card since “….there were no special 
features on it”[12].  
 
Furthermore, on the 26th of February, 2015, another case 
involving four criminals that impersonated Johannesburg 
metro POs was reported [13]. The criminals were caught with 
bulletproof vests and fake appointment cards. The motive was 
solely to commit crime and fraud. Similarly, on the 28th of 
July, members of the police unit called the Hawks arrested 
seven criminals that impersonated the Hawks to extort money 
from their victims [14]. In another event, on the 9th of August, 
2013, the police recover a police car that was reproduced or 
cloned and was believed to be involved in 35 separate cases of 
robbery, hijacking and theft [15]. (see Fig. 1) They were 
caught with handguns, rifle and a bulletproof. 
 

 
 
Figure 1. Police recover cloned flying squad car [15] 
 

The above highlighted crimes are some of the cases of police 
impersonation in SA. Although the actual estimates are not 
represented in this paper, the country have experienced stern 
incidents of police impersonation and if allowed to continue, it 
could lead to severe criminal behaviour. Furthermore, if it is 
not stopped, the public will no longer repose their confidence 
in the SAPS. Consequently, it will have negative implications 
on the state and the citizenry [5]. The fact is that, posing as a 
police allows criminals to operate freely without being 
challenged by law enforcement agents, leading to increased 
crime rate, reduced police trust and so on. The onus rest in the 

hands of the SAPS to eliminate the menace. This therefore, 
constitute the motivation for this paper. Our aim is to propose 
a cost-effective way of fighting police impersonation in SA. 

IV. RFID TECHNOLOGY 

RFID is an electronic device that is used to uniquely identify 
an item or person automatically and wirelessly via radio wave 
[16][17]. It is consist of a small chip and an antenna which can 
automatically identify, track, and store information. At 
minimum, the RFID system components are the tags, the 
readers and the middleware application which integrated into a 
host system that processes the data [16]. The tag stores the 
information about an object and the readers are used to capture 
data on tags and send to the computer system remotely 
automatically. (See Fig. 2)  
.  

 
Figure 2. RFID System 
 

RFID technology has been in existence for more than eighty 
years and is in the Automatic Identification and Data Capture 
(AIDC) technology category [18][29]. For effective 
communication of RFID-related activities, the EPCglobal 
Network is used. It is a suite of network services that is 
developed to share products or objects data which are RFID-
related in the world through the Internet. The network was 
developed by the AIDC but currently managed by EPCglobal 
Inc [29][30]. The network seats on several technologies and 
standards in which Electronic Product Code (EPC) is the basis 
for information flow. EPC is considered to be a universal 
identifier in which a particular physical object is given a 
unique identity [30]. EPC is stored on the RFID-tag which is 
scanned by the reader. Other key components of the network 
includes: the Object Naming Service (ONS), the EPC 
middleware or savant, the EPC Information Service (EPCIS), 
and the EPC Discovery Services (EPCDS) [30]. (see Fig. 9) 
Also basic functions of each component are discussed. The 
ONS constitute a service that helps in information discovery 
of an object using the EPC. Upon a given information request 
or query, ONS obtain the EPC and yield a matched URL 
where the object information is stored in the database. The 
EPC savant has the task of collecting RFID tag data from the 
reader, filter and aggregates tag data and passes processed tag 
data to the application [30]. EPCIS is simply the EPC database 
which performs the services of the storage, hosting and enable 
the sharing of a particular product information that is EPC-
related. Accordingly, the EPCDS perform the services of 
tracking and tracing efficiently. In this case, it keeps record of 
each EPCIS with instance of a particular object’s data. For 
more details about RFID and how it operate, refer to [20][30]. 
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RFID technology has proffer numerous benefits which are not 
possible with other members of the AIDC technologies. It 
includes reduced automatic and wireless identification, object 
tracking and tracing, data accuracy improvement, reduction in 
time and labour for manual data input and so on. Moreover, it 
has attracted a wide application areas such as inventory 
tracking, logistic and chain supply, racing timing, access 
control, asset tracking, real time location systems, patient’s 
identification, and so on [18][19]. Based on the successful 
application of RFID both in the industry and academia, we 
strongly support that its incorporating into police equipment 
would go a long way to assist stem the tides of the risks posed 
by police impersonators in the SA society. 

V. THE POPROPOSAL 

The police play a critical role in every nation of the world. 
However, they are not immune to attacks and impersonation. 
In particular, police are impersonated by criminals to commit 
serious crime. According to [12], this could be as a result of 
lack of strong security measures on police equipment to 
authenticate and validate that a person wearing such a uniform 
or in possession of other police equipment is a real PO. The 
consequence of this has resulted in high rate of crimes 
worldwide. Thus, it is important that POs are protected from 
impersonation crime to enable them perform their tasks 
effectively and to reduce crime rate in the society to the barest 
minimum. 
 
Therefore, in order to protect the integrity of the police, this 
paper proposes the design of a security system that is based on 
RFID technology that utilizes EPCglobal Network to solve the 
impersonation among the PO in SA. To achieve the system 
design, requirements were gathered using the observation 
technique which involved taking an in-depth look at police 
and the impersonators’ mode of operations. The overall 
requirements that need to be satisfied by the system is the 
identification of PO as real or not real. Details about the 
system architecture is discussed in the sub-sections that 
follows. 

 
 

Figure 3. Proposed system architecture 

 

A. System Architecture 
The architecture of the system consist of several components 
which are: (1) RFID tag and reader, the (2) Police central 
database, (3) the Police EPCglobal Network and the Police 
computer. The overall structure of the system in terms of 
identification and authentication as well as their interactions is 
shown in Fig. 3.  With the system mode of operation, there is 
the requirement that the police maintain a central database 
where information about real POs as well the information 
about police cars are collected and stored. Fig. 4 shows the 
relational diagram of the database containing information to 
be collected for both cars and POs. 

 
 
Figure 4. Relational diagram 

 
To facilitate the identification process, each PO will be 
assigned a unique identifier called Officer_ID and 
Vehicle_No for each police car. In the same vein, each PO 
will be given an electronic device that is integrated with RFID 
tag and mini-reader. The tag will contain the EPC code which 
is the Officer_ID or the Vehicle_No. The RFID reader will 
read  the tag data wirelessly which will be used to identify if a 
PO or car is real or not. This process will be made effective in 
a real-time manner by utilizing the EPCglobal Network [30]. 
If an officer is identified as real PO, a DEVICE 
VIBRATION will be observed, otherwise is an 
impersonation. For the police car, information will be 
displayed on the screen of the computer installed inside the 
police car, otherwise is a cloned police car. The illustration of 
the scenarios is captured in Fig. 10 and 11 respectively.  

B. RFID Tag and Reader 
For effective communication and in line with POs’ operation, 
the design of an electronic device that will contain both the tag 
and reader integrated together is recommended. That is, an 
active RFID tag and a mobile RFID reader. The mobile RFID 
reader will have the capability to scan and wirelessly sends 
tags information via the EPC network for processing and 
receives the results that identifies a PO to be real or not 
irrespective of the location. In addition, the structure of the 
RFID tag will be in line with the EPCglobal specification 
which is shown in Fig. 5. 

 
 
Figure 5. Police RFID tag structure 
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Header: In the device, the header will identify the type, 
length, structure, version that these tags will take, which could 
be 64bit, 96bit and 256 bit, as needed. 
EPC Manager: The will contain the number that identifies an 
organizational entity. In this case, the manager will have a 
code that represents the SAPS who is responsible for the 
device the EPC is embedded to. 
Object Class: It identifies the exact type of product. In this 
case, the object class will identify a specific province where 
each PO’s information and the police car’s information 
belong.  
Serial Number: This is a unique number of items within each 
object class. The serial number will be the unique identification 
number of each PO. The number will be used to query the 
central databases through the secured Internet to retrieve, 
update, identify and authenticate individual stored POs/assets’ 
information. 

C. RFID Reader and Central Database Interactions 
Based on the design that incorporates both tag and scanner, 
care have to be taken to ensure that each RFID reader do not 
read its own tag data every time it senses a tag. To this end, 
each RFID reader will be embedded with the intelligence of 
identifying its own tag data. This will be achieved by having 
the reader and the tag must store the same serial number. 
Hence, the algorithm represented by the flowchart captured in 
Fig. 6 can be followed to design the device that contains tag 
and the reader. As indicated in the algorithm, anytime the 
reader scans a tag, it gets the tag data first and compares it 
with its own code. If they are the same, it does nothing, 
otherwise it uses the tag data to query the police database in 
order to identify and authenticate if a PO or police car is real 
or not. 

 
 

Figure 6. RFID reader and tag communication 

 

In the same vein, the RFID reader must be able to 
communicate with the police central database on a real-time 
mode in order to carry out the task of identification and 
authentication effectively and efficiently. The communication 
is represented using the sequence diagram as shown in Fig.7. 
 

 
 
Figure 7. RFID scanner/Central database sequence diagram 

 
As underlined in Fig. 7, in order to identity and authenticate a 
PO or police cars as real or not, the RFID reader will read the 
tag data (Officer_ID or Vehicle_No) and transmit tag data via 
the EPCglobal Network. The tag data is then automatically 
used as a primary key to query the central database. If the tag 
data matches information stored in the database, an 
acknowledgement is sent in the form of vibration or 
information display on the computer screen. Otherwise, it is a 
case of police impersonation or car clone. The architecture of 
the authentication and identification process is shown in Fig. 
8.   

 
 
Figure 8. Architecture for authentication and identification query 

D. Police EPCglobal Network 
EPCglobal Network provides several benefits which forms 
part of the choice of its applicability in this work. Some of the 
benefits are: (1) the network is designed to provide a link for 
all EPC tag-oriented physical objects, (2) scale to support 
huge volume of data generated by RFID-enabled activities 
between readers and tags, and (3) to proffer a data format that 
is universal for transferring information specific to a particular 
product or object [29][30]. This work thus, take advantage of 
the benefits offered by the technology and extend it to 
combating impersonation of POs and cloning of police cars. 
The EPCglobal Network architecture is captured in Fig. 9. 
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Figure 9. Police EPCglobal network architecture 

 
Based on the function of each component as discussed in 
Section IV, the contribution of each to the effective operation 
of the proposed system is as follows within the Police EPC 
intranet. Given the electronic device having a tag and a mini-
reader on a PO or a police car, in the event that an RFID 
reader reads an RFID tag data, the data which is the EPC will 
then be communicated by the reader through the EPCglobal 
Network to the middleware. The RFID savant which has the 
capability to process, filter, aggregate the tag data will in turn, 
use the processed EPC to query the root ONS over the secured 
Internet for the Police local ONS. At this point, the root ONS 
queries the local ONS for the location of the PO or Car data 
which is in the EPCIS. To access the data for a particular PO 
or car, the EPCIS is queried using the EPC-related data and if 
a matched is found in the database maintained by EPCIS, the 
result of the request is sent back to the device in the form of a 
vibration or screen display, confirming the PO or car is real. 
Lastly, the EPC DS will keep track or record of all police cars 
or PO identified by EPCIS. 

VI. SYSTEM OPERATION 

In this section, we discuss the operation of the proposed 
system. However, for the system to operate effectively and to 
meet the overall goal of protecting the integrity of the police, 
different scenarios are explored where POs or police car could 
be vulnerable to impersonation. The different scenarios are as 
follows: 

• Officer-to-Officer identification 
• Officer-to-Car and Car-to-Car identification 

These scenarios are intended to proffer solution to the 
identification of real POs or real police cars by the proposed 
system to thwart police impersonation. The justification is that 
today for instance, people can have access to police uniforms 
and clone police cars which they used to commit serious 
crimes. Moreover, it is always difficult to know who is real or 
what is real. Therefore, it is important to ensure that only real 
POs are allowed to perform the tasks of policing and 
protecting lives, properties and other essential functions. The 
operation of each scenario is discuss as follows: 

A. Officer-to-Officer Identification 
In order to identify that an officer is a real PO, let assume two 
POs A and B who are unknown to each other get in physical 
contact either on the street or at a police checkpoint on the 
road. This system is poised to assist the POs to identify 
themselves secretly as real or not real. The identification 
process is demonstrated in Fig.10. In this case, each PO is 
given a wristwatch-liked electronic devices that contain both 
the RFID tag and a mini-reader. As officer A approaches 
officer B and both are within the frequency range of the RFID 
reader, each reader will automatically and wirelessly read the 
tag data and transmit it via the EPCglobal Network to query 
the central database using the Officer_ID. Upon a match, the 
officer will be authenticated and receive acknowledgement in 
the form of a vibration. This will confirm that he or she is a 
real PO, otherwise, is a police impersonator. 
 

 
Figure 10. Two police officer identifying themselves 

B. Officer-to-Car and Car-to-Car Identification 
In another scenario where police impersonators can be 
identified is a situation where impersonators use a cloned 
police car. In order to identify impersonators in this direction, 
the operation is captured in Fig. 11. Assuming that a police car 
say, Car A is in physical contact with another police car say, 
Car B or POs in the street or a checkpoint mounted on the 
road. They have to first identify each other at a reasonable 
distance in order to prepare in advance for any action in the 
event of impersonation. This is necessary to effectively and 
efficiently protect the officers on the checkpoint or in the car. 
With this system, for the POs on the checkpoint or in police 
Car A, as the police Car B approaches the checkpoint and is 
within the frequency range of the identification device, the 
mini-RFID reader will automatically read the tag data and 
transmit the data via the EPCglobal Network to query the 
central databases. 

• For the officers at the checkpoint, if the car is a real 
police car, say Car A, the database will return an 
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acknowledgement in the form of a vibration on the 
device on the officer’s wrist. 

• For the patrolling Car say A or B, if the PO at the 
checkpoint is a real PO, the database will return an 
acknowledgement by displaying the POs’ 
information on the screen of the computer installed 
inside the car. 

• For police car A and B, if Car A approaches Car B, 
then the databases will return acknowledgement by 
displaying each registered police car’s information on 
the screen of the computer. The information that will 
be displayed if it is found to be a real police car is 
shown in Fig. 4. 

 
Figure 11. PO and car identification 

 
However, in whichever way the identification takes place, the 
display of information or the receipt of vibration will prove 
that the officer or the van is a real PO or car. If no information 
is displayed or vibration felt, it proves that the police has been 
impersonated. Therefore, measures have to be taken to ensure 
that those involved in such act are brought to justice. 

C. Police System Interface 
This section presents the system prototype called Police 
Identification System (PIS) that implements the proposed 
system interface. For effective usage and information 
processing, the software system will be installed on the police 
computer or mobile devices either in the police station or 
police cars to assist them in carrying out any task of 
registration, identification and validation of police officers. 
The system shall allow POs to login, register, search, print, 
display, and update POs’ information. However, due to some 
constraints, this work is only at the proposal stage where only 
the design of the RFID tag, reader and the network have been 
discussed. Moreover, we have only implemented system 
prototype interfaces which are shown in this section. 

1) System administrator interface: The system 
administrator is responsible for the registration and 
management of the PO information stored in the database. 
However, in order to get to the PIS home page, only 

administrator with valid credentials will have access to the 
system. The home page has all the functionalities the 
administrator can perform such as registration, scanning, 
displaying of each officer and police’s car details into and out 
of the databases. (See Fig. 12) 
 

 
 
Figure 12 PIS home 

 
2) Police vehicle registration and identification interface: 

This interface will assist the administrator to capture police 
cars’ information into the police database. The data to be 
collected are specified in Fig. 4. The interface that enables the 
capability is show in Fig. 13. 

 

 
 
Figure 13. PIS Van registration 

 
In addition, the stored information can be used to identify 
police cars in a real-time manner by the interaction between 
the tag, reader, EPC Network and the central database. (See 
Fig. 14). In the event of any interaction, if a tag data matches 
the data in the police database, the car’s information will be 
displayed, indicating a real police car. In the same vein, an 
office can also search for a police car using the unique 
Vehicle_No. 
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Figure 14. Police car identification 

 
3) Police registration and identification interface: Just 

like the police car, all POs will be registered for onward 
identification, when the need arises. In this case, the essential 
information about every PO will be captured and stored in the 
central database. The registration form is shown in Fig.15 and 
has the capability of updating officers’ information regularly. 
Also, Fig. 16 is the structure of table that contains already 
registered POs’ information.  
 

 
 
Figure 15. PIS registration form 

 

 
 
Figure 16. PIS Registered police officers table 
 

However, the identification of POs has to be done on a real-
time mode just like the police car. In this case, if the tag data 

matches the data in the police database, the officer’s 
information will be displayed automatically as shown in Fig. 
17. This will prove that the PO is a real, otherwise, an 
imposter. 
 

 
 
Figure 17. Identified real PO 
 

In this section, we have presented few of the interfaces of the 
prototype showing some of the system functionalities in its 
prototypic phase. A complete system will be implemented 
when the idea discussed in this work is subscribed for by the 
appropriate authority. 

VII. DISCUSSION, BENEFITS AND LIMITATIONS 

In this paper, we have proposed and discussed an approach 
that will help curb impersonation in the SAPS. The objective 
is to ensure that the police integrity is protected in a way that 
the citizens would always have confidence in police and 
carrying out their duties effectively. To achieve this, we have 
proposed an RFID-based system designed in the form of a 
wristwatch, having both tag and mini reader that can 
communicate with the database in a real-time manner via the 
EPCglobal Network. The system is to assist POs identify any 
person in police uniform or cars posing as real POs or cars. 
Additionally, the system operations has also been discussed in 
Section V and as a proof of concept, a prototype called PIS 
was implemented, having interfaces that would assist POs 
interact with the system effectively. With PIS, officers can 
register every police officer into the system for identifications. 
Therefore, based on the system operation, we believe that if 
accepted for use, it would go a long way to provide important 
benefit to the general police force in SA and the African 
continent at large to curb impersonation and crime rate.  Some 
of the benefits are to reduce crime rate that emanates from 
police impersonation, increase security, eliminates social 
anxiety, strengthen polices’ ability to do their job and 
increases confidence and trust in the police force. Lastly, the 
creation and maintenance of databases which will operates in a 
real-time basis could also be used for dual purposes that is 
beneficial to both government and non-governmental 
organizations. 
However, in spite of the enormous benefits our system is 
without limitations. The limitations are: (1) if the tags is not 
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properly secure it could easily be stolen and used for advance 
impersonation to commit more serious crimes and frauds, (2) 
being a web-based system, it could also be subjected security 
attacks such as hacking, denial of service, etc. (3) 
Unavailability of electricity or network can affect the system 
adversely, (4) it could be difficult or impossible to realize the 
design of the tag and reader and their cost might hinder the 
system implementation, and (5) the system does not in any 
way provide for the general public to identify who is a real PO 
which could be a serious issue. These and other limitations not 
mentioned in this paper could affect the smooth functioning of 
this system negatively. However, necessary measures will be 
taken to address them in the event the system is adopted for 
usage.  

VIII. CONCLUSIONS 

Security is critical to an individual, organizations and nations. 
As various forms of crimes are being experienced on a daily 
basis, there is need for strategies in place to reduce the 
menace. In recent years SA has witnessed an upsurge in the 
number of police impersonation leading to high crime rates 
and safety concerns in the country. Though some of the 
impostors were apprehended, there is need to get rid of this 
crime and protect the police in order to carry out their duties 
effectively. In this paper, we have proposed a technique which 
could serve as a solution to the existing challenges faced by 
SAPS. The technique make used of RFID technology to 
remotely identify and authenticate PO as real. In addition, we 
developed a system prototype showing various interfaces 
offered by the system. We also discussed the benefits that can 
be derived from adopting system as well as its limitations. 
Based on the system operation, we therefore conclude that if 
this system is accepted for used in the SAPS or other related 
security agencies, it could go a long way to provide citizens 
with more security and get rid of all forms of social anxiety. 
Accordingly, it will boost the public confidence in the police 
force and increased trust. This proposed system would serve 
as a foundation to solving impersonation problems in the 
police. The future work will be to test the operation of the 
system in the real-world object, develop a complete system 
and present it to SAPS for evaluation and onward usage.  
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Abstract—Real Time Systems are systems where timely completion 

of a task is required to avoid catastrophic loses. The timely 

completion is guaranteed by a scheduler. The conventional 

schedulers only consider only the meeting the deadline as only design 

parameter and do not consider security requirement of an application. 

Thus modification of the conventional scheduler is required to ensure 

security to the Real time application. The existing security aware 

Real-Time scheduler (MAM) provides security to a task whenever 

possible and drops tasks whenever it is unable to schedule it within 

its deadline. The major problem in this tech scheduler is that it does 

not guarantee minimum security to all tasks. Thus, some may be 

exposed to security threats, which may be undesirable. Further, tasks 

are dropped in an unpredicted manner which is undesirable for Real 

Time Systems. This project presents an (M, K) model based Real 

Time scheduling technique SMK which guarantees that ‘M’ tasks in a 

window of ‘K’ successive task complete. It guarantees minimum 

security level to all the tasks and improves whenever possible. The 

simulation results show that the proposed SMK is approximately 

15% better than the existing system.   

 

Keywords—Hard real-time scheduler, security, (M, K) model. 

I.  INTRODUCTION  

Real-time systems are those systems that have stringent 

constraints[1]. Real time systems can be classified Hard, Soft 

and Weakly hard real-time systems. In hard real time systems 

[2], time constraints must always be honored. That means the 

tasks should complete their execution before their deadline. 

Some of the examples for hard real-time systems are traffic 

control, medical emergencies, and aircraft control etc. In soft 

real-time systems[3], time constraints are considered but 

quality of the output decreases with delay in the output. Some 

of the examples of soft real-time systems are online 

transactions, buses arrival time, etc. However, majority of 

applications are weakly hard real-time systems [4] in which 

every accepted job of a task must meet its deadline while some 

may be compromised. For real-time data, quality of service is 

applied for real time audio and video streams without 

congesting the network. To provide security for different 

services real time data packets sources are required[5],[6]. To 

maintain the balance between packet delivery and security 

effectively. A model known as (M, K) model is used for the 

selection of the packet in real-time scheduling for providing 

security. This projecthas scheduler which is used to schedule 

the tasks that are given as input and it schedules the tasks 

according to shortest deadline. For that we are giving security 

for those tasks/jobs according to their execution time. If there 

is a scope of increasing its security level then its value should 

be added to execution time and it should not exceed the 

deadline. If that condition satisfies then the additional security 

is given for that task/packet. This paper is organized as 

follows. Section II is Literature Survey in this previous papers 

related to real-time scheduling is been discussed, Section III is 

System Design in this the system architecture is been 

discussed, Section IV is Implementation in this the algorithm 

and the way it goes is been presented, Section V is Simulation 

Results in this the results of proposed work is been discussed, 

Section VI isConclusion in this the summary of the proposed 

work is been discussed and Section VII is References in this 

related papers are been kept.  

 

II. LITERATURE SURVEY 

2.1 (M, K) MODEL 

Here this model is used to decide which security module is 

taken and how much security level should be increased. 

This decision of increasing the security level is based on 

different methods which are as follows: 

1. Deeply Red_Pattern(Red_Pattern): This pattern was 

proposed by authors [7]. Mathematically represented as 

𝜋𝑖
𝑗

= {
1, 𝑖𝑓 𝑗 = ⌊⌈

𝑗 ∗ 𝑚𝑖

𝑘𝑖

⌉ ∗
𝑘𝑖

𝑚𝑖

⌋ 𝑓𝑜𝑟 𝑗 = 0,1, … 𝑘𝑖−1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Here, release mandatory while it is optional in case 0 is 

assigned to. We refer this pattern as Red_Pattern. Advantage 

of applying this pattern to a task set for security decision is 

that it aligns the optional jobs together so that a component 

has a better opportunity to switch into sleep state to save 

energy. For a task whose critical speed is higher than or equal 

to the highest possible speed the operating speed should never 

be scaled down. Assigning Red_Pattern to such a task helps to 

extend the idle interval for switching to sleep state. However, 

for a task whose critical speed is lower than Red_Pattern 

overloads the system leading to large size busy intervals and 

need more energy to be feasible. 

 

2.2 REAL-TIME MULTI-AGENT DESIGN MODEL 

A. Source Agent 

The source agent generates the data packets. It will generate 

either audio or video type real-time data packet. Each packet 

has a fixed packet size i.e. ps=1500, which is the maximum 
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frame length of Ethernet frame payload. The real time traffic 

is sent by the source agent with the rate of λf. For modeling the 

packet inter-arrival time an exponential distribution with mean 

1/λf is used. 

 
Fig.1. Multi-agent Model system for Real time network [9]. 

 

B. Coordinator Agent 

The coordinator agent acts as a software agent. To regulate 

their functionalities it interacts with other agents. It does not 

have entire view of the overall system. Using the known IP 

address it interacts with the source agent and using known 

MAC address it interacts with the destination agent to locate at 

the edge router.  

C. Diff-EDF Scheduler Agent 

To provide the QoS requested bythe source the Diff-EDF 

scheduler agent enforces the timing constraints on the packets. 

The Diff-EDF is based on the EDF schedulingalgorithm and it 

is one of the algorithms that have real-time priorityscheduling. 

While compared to other real-time schedulers such as EDF 

andFCFS the Diff-EDF scheduler shows smaller missratioand 

shorter average total packet delay at the edge router [8].The 

Diff-EDF uses the effective deadlineDef as the priority key 

instead of using the relative deadline.  

D. Server Agent 

Scheduler chooses the real-time datapackets and it is the 

responsibility of the server agent to serve them. The packet’s 

remaining timetill expiration will be the basis for serving or 

dropping of the packet by the server agent. If the packet does 

not expire, it will send it to the destination through their MAC 

address and it specifies service time with exponentially 

distributed. For packet sever time an exponential distribution 

with mean1/µfis used, where µf is defined as packet service 

rate given by 

µf = Bw/ (8Ps)                                           (1) 

WhereBwis the average aggregate bandwidth needed for 

bothtypes of real-time traffics (audio and video).the server is 

responsible for recording and keep tracking of a QoS 

parameter, the miss ratio, and reports it to the coordinator. In 

orderto meet the QoS requirements the coordinator then 

adjusts systemparameters accordingly. 

E. Buffer Queue Agent 

The buffer queue agent has two processes: the queuing 

(storing) process and the dequeueing (fetching) process. In the 

queuing process, according to their effective deadlines the 

queue agent will place the arriving packets in its buffer. When 

scheduler requests something this will be the response from 

the queue agent. In the dequeueing process, the queue agent 

searches for the packet which is going to expire and sends that 

packet to the scheduler. Then the same packet is forwarded to 

the server by the scheduler. The queue notifies/sends message 

of its buffer usage through a direct link which is established 

between queue agent and coordinator.  

F. Destination Agent 

    When a packet is received from the server the destination 

agent performs FCFS scheduling algorithm on it. It sends 

twoparametersto the coordinator. The first it send its 

processing ratePfof traffic flowf. At the initiation phase only it 

is send to the coordinator. The second is it sends the size Bf of 

the available buffer for accommodating the packets of traffic 

flowf. A time period t is specified by the coordinator. The 

destination agent sends Bf to the coordinator at the end of 

every time period. To determine the packet’s security service 

level this process is used. 

2.3 SECURITY SERVICE DESIGN[9] 

Security services are applied to the data packets by the packet 

generators (sources) to combat network security threats. The 

proposed system i.e. multi-agent system will provide adaptive 

security enhancement rather than providing new security 

measures of the real-time data packets. As the LAN 

environment is the most vulnerable, it makes them robust 

against different security attacks/threats. 

In this system we have two modules, namely the single-layer 

security service and the weighted multi-layer security service. 

Any module chosen can depend upon following measures the 

types of security threats, the processing capabilities of the end 

users, the NPMs, and the QoS requirements. 

A. Single-Layer Security Service 

For the single-layer security service, the system will provide 

one of the following security services for the real-time data 

packets: confidentiality (c), integrity (g), or authentication (a). 
TABLE I: CONFIDENTIALITY ALGORITHMS 

Index(j) Algorithm Sc
j µc

j(KB/ms) 

1 

2 

3 
4 

5 

6 
7 

8 

SEAL 

RC4 

Blowfish 
Knufu/Khafre 

RC5 

Rjindael 
DES 

IDEA 

0.08 

0.14 

0.36 
0.40 

0.46 

0.64 
0.90 

1.00 

168.75 

96.43 

37.5 
33.75 

29.35 

21.09 
15 

13.5 

 

 

For confidentiality security service, to each real-time data 

packet a security level ranging from 1to8 is assigned. In that 

one of the eight security levels are used by the source agent as 

cryptographic algorithms. In that index 1 indicates that it is the 

weakest algorithm and in same manner index 8 indicates that 

it is the strongest algorithm. The experiments performed on a 

175-MHz-processor machine are responsible to shoe the 

confidentiality security algorithms and shows the processing 

rates in table 1. 
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Scj= µc8 /µcj= 13.5/ µcj                                (2) 

 
TABLE II: INTEGRITY ALGORITHMS 

Index(j) Algorithm Sg
j µg

j(KB/ms) 

1 

2 
3 

4 

5 
6 

7 

MD4 

MD5 
RIPEMD 

RIPEMD-128 

SHA-1 
RIPEMD-180 

Tiger 

0.18 

0.26 
0.36 

0.45 

0.63 
0.77 

1.00 

46.4 

33.2 
23.3 

18.9 

13.4 
11.1 

8.5 

 

For the integrity security service, to protect the real-time data 

packet from the alteration security threat different hash 

functions are implemented. The experiments performed on a 

175-MHz-processor machine are responsible to show the 

integrity security algorithms and associated with the 

processing rates in table II at the source agents. In the table, 

the packet ranges from 1to 7 and the integrity efficiency 

factor, Sg
j ranges from 0.18 to 1.the efficiency factor is given 

by 

Sgj= µg7 / µgj= 8.5/ µgj                                        (3) 
TABLE III :AUTHENTICATIONALGORITHMS 

Index(j) Algorithm Sa
j µa

j(KB/ms) 

1 
2 

3 

HMAC-MD5 
HAMC-SHA-1 

CBC-MAC-AES 

0.55 
0.91 

1 

16.1 
9.1 

8.8 

 

For the authentication security service, different security 

encryption algorithms are implemented. The experiments 

performed on a 175-MHz-processor machine are responsible 

to show the authentication security algorithms and associated 

with the processing rates at the source agents. In the table, the 

packet ranges from 1to3 and the authentication efficiency 

factor, Sa
j ranges from 0.55 to 1.the efficiency factor is given 

by 

                Saj= µa3/ µaj= 8.8/ µaj                                                           (4) 

B.Weighted Multi-Layer Security Service  

With the Weighted Multi-Layer Security Service, according to 

the feedback from the coordinator agent on the real-time data 

packet the source agent applies the optimal algorithm for each 

securityservice (confidentiality,integrity, and 

authentication).To anyone of the security algorithms responds 

to the destination agent for each processor. Therefore, we 

overcome the overhead solving the three security algorithms 

sequentially. 

    Based on the estimation of the resources (available memory 

and processing speed) of the multi-processor destination agent 

the proposed system needs to adaptively enhance the packet 

security levels. This can be answered by predefining a security 

threshold serving vector, ψ, at network initiation. Based on the 

security requirements defines the weights of the security 

services by the source agent. ψ = (ψc,ψg, ψa), where each 

element of the vector reflects the weight for each security 

service (confidentiality, integrity, and authentication, 

respectively). The destination nodes shred memory portion is 

reserved by each processoraccordingly, so that 

∑ 𝜓𝑖𝑖={𝑐,𝑔,𝑎} = 1                                              (5) 

2.4 SECURE DIFF-EDF SCHEDULER MULTI-AGENT 

SYSTEM 

        Based on the conventional static queuing theory the 

proposed real-time scheduling with security awareness cannot 

be modeled due to its adaptive feature. The coordinator 

models the scheduling processas a general Brownian motion 

with a negative motion driftparameter (−θ), upon receiving a 

requestfrom the source [10]. 

          𝜃 =
2(1− 𝐼)

∑ (𝐼𝑓
2𝜎1𝑓

2  + 𝜎2𝑓
2 )𝑁

𝑓=1

                                              (6) 

Whereσ1f is the standard deviation of the inter-arrival timefor 

real-time traffic flow f,σ2fis the standard deviation ofthe 

service time for flow f.  

Ifis the intensity of traffic flowfthat is given by 

                         If=λf/μf                                                                                       (7) 

Where μf is the packet service rate andλfisthepacket sending 

rate for traffic f.WithNreal-time trafficflows, the total intensity 

of all flows I is given by  

                 𝐼 = ∑ 𝐼𝑓
𝑁
𝑓=1                                                        (8) 

 

Фmin be the smallest deadline miss ratio of all flows. The 

coordinator calculates the parameter Cf  

as 

          𝐶𝑓 =  θ−1  log(Ф𝑓/Ф𝑚𝑖𝑛)                                   (9) 

Where Φf is the required deadline miss ratio of traffic f. By 

estimating the flow deadline miss ratio, thecoordinator 

evaluates the feasibility of serving such request 

Φ̂=exp(−θ(Davg−Cf))                                                     (10) 

Where the average effective deadline for all data flows isDavg. 

                 I= ∑ 𝐼𝑓(Ф𝑓 + 𝐶𝑓)
∞

𝑛=1
                                            (11) 

        The coordinator performs the followingactions: (1) 

Sending an acceptance message to the source; (2) Passing the 

parameter Cf to the Diff-EDF scheduler; and (3)Passing the 

required deadline miss ratio Φf to the server, if the estimated 

deadline miss ratio meets the QoS requirement, i.e. Φf<Φf. By 

sendingits real-time data packets to the scheduler source agent 

responds to the acceptance message. To obtain the effective 

deadlineof the packetsschedulerperforms a shadow function. 

                             Def = Df + Cf        (12) 

      The queue agent will queues the packets based on their 

effective deadlines when the schedulerforwards the packets. 

The queue agent fetches a packet that isclosest to expire (with 

smallestDef) and forwards it to thescheduler. The scheduler 

passes the packet to the server. Once it receives the packet, the 

server agent performs thefollowing:  

(1) Changing its current status to busy;  

(2) Servingthe unexpired packet (deadline is not exceeded) or 

droppingthe expired packet; 

(3) Forwarding the packet to its destinationaccording to its 

MAC address; and 

(4) Keeping track of twocounters: nf the number of served 

packets of traffic flow fandtfthe sum of time differences of 

packets of traffic farrived at its destination, that is 

   𝑡
𝑓 = ∑ (𝑡𝑖,𝑓− 𝑡𝑖−1,𝑓  = 𝑡

𝑛𝑓
,𝑓 − 𝑡1,𝑓

)
𝑛𝑓
𝑖=2

                                    (13) 
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     The coordinator interacts with the server and the 

destination requesting for the server’s counter information 

(nfandtf) and the destination’s resourceinformation (processing 

rate (Pf) and size of available buffer(Bf))for ever time period 

T. After receiving any information from the coordinator 

findsthe mean inter-arrival time, 1/ζf, for the packets of 

trafficflowfdelivered to their destination. We have 

1/𝜍𝑓 =  𝑡𝑓 /(𝑛𝑓 − 1)                                      (14) 

     The coordinator interacts with the server when it notices a 

miss ratio near the set miss ratio limit Φf. The source adjust its 

parameters suchas reducing the sending rate or raising the 

deadline missratio limit if the coordinator suggest it to 

do.After that it does some changes and updates the same to 

scheduler Cf and server Фf. 

The above interactions among the agents are common forboth 

single-layer and weighted multi-layer security servicemodules. 

The module which we are using decides the security 

enhancement process performed by thecoordinator agent. 

 

A. Security Service with Single-Layer Module 

        Different processing rates {µ} are stored by coordinator 

as shown in table I, II, and table III.Using the jth security 

algorithm of then security service, it determines the length of 

the buffer,Lx
fj, thatisneeded to enhancenf real-time packets and 

x indicates c for confidentiality, g for integrity, a for 

authentication service. We have 𝐿𝑓𝑗  = 𝒫𝑓   
𝑥

𝑥 𝜍𝑓                       (15) 

      𝒫𝑓
𝑥

isthe total processing time for the packets of traffic 

flow f. It takes into account two delays: the delay of resolving 

the conflict of two or more equally prioritized 

packets,𝐷𝑓,𝑒𝑞𝑢𝑎𝑙_𝑝𝑟𝑖𝑜𝑟𝑜𝑡𝑦 and the delay due to the preemption 

process when the arrived packet is closer to expire than the 

remaining time of the current packet processing,Df,preemption. 

Therefore,  

𝒫𝑓
𝑥 = 𝐷𝑓,𝑒𝑞𝑢𝑞𝑙_𝑝𝑟𝑜𝑟𝑖𝑡𝑦 + 𝐷𝑓,𝑝𝑟𝑒𝑒𝑚𝑝𝑡𝑖𝑜𝑛 + 𝒯𝑓𝑗

𝑥                                    (16) 

Where𝒯𝑓𝑗
𝑥

is the time required to process a packet of length Ps 

=1.46KB (1500 bytes) using thejth security algorithm of the x 

security service. It is given by 

     𝒯𝑓𝑗
𝑥 =  

Ρ𝑓

𝜇𝑗
𝑥𝛽𝑓

=  
1.46𝐾𝐵  

𝜇𝑗
𝑥𝛽𝑓

                                              (17) 

As defined before Ρ𝑓is the processing rate of traffic flow f at 

the destination agent. To destination machines we can apply 

the proposed scheme with different processor speed other than  

175 MHz research has been done on this by taking values as 

266MHz and 2.4 GHz and results evaluate that the 

performance of security algorithms in processing rate can be 

linearly related to the processor speed. 

The length of available buffer at the destination of traffic f is 

Bf and𝐿𝑓𝑗
𝑥 is the length of buffer needed to enhance nf packets 

to security level z of the x security service, the coordinator 

enhances/reduces security to level z or maintains the same 

level such that 𝐿𝑓𝑧 
𝑥 ≤ 𝐵𝑓 < 𝐿𝑓(𝑧+1)

𝑥                                     (18) 

The coordinator notifies the source, once the decision on 

security level is made. If the decision is to stay at the current 

security level then no notification is sent. The source agent 

applies corresponding new security enhancement algorithm to 

the packets to be sent only after receiving notification. 

B. Security Service with Weighted Multi-Layer Module 

The weighted multi-layermodule applies multiple security 

enhancements security serviceto the real-time packets,the 

coordinator agent designs the best security level for each 

security service to be adoptedby the source. The coordinator 

depends on two factors toperform its security enhancement 

algorithm: the congestioncontrol feedbacks and the pre-

determined weights of the security services. 

   The source agents specifies security requirementsin the 

threshold serving vector𝜓𝑓 = ( 𝜓𝑓
𝑐 , 𝜓𝑓

𝑔
, 𝜓𝑓

𝑎),the portion ofthe 

destination’s available buffer is evaluated by the 

coordinator, 𝐵𝑓
𝑥

,where x indicatescfor confidentiality security 

service, gfor integrity securityservice, orafor authentication 

security service. We have  𝐵𝑓
𝑥 =   𝜓𝑓

𝑥𝐵𝑓                             (19) 

And at the destination overall available buffer Bfis given by 

     𝐵𝑓 = ∑ 𝐵𝑓
𝑖

𝑖={𝑐,𝑔,𝑎}                                                   (20) 

To enhance nf packets using different security algorithmswith 

the required length of bufferthe coordinator compares the 

length of available buffer atthe destination. The coordinator 

enhances/reduces security level or maintains the same level 

such that      𝐿𝑓𝑧 
𝑥 ≤ 𝜓𝑓

𝑥𝐵𝑓 < 𝐿𝑓(𝑧+1)
𝑥                                      (21) 

III. SYSTEM DESIGN 

Fig. 2. Timing diagram of interactions and data transfers in the 

multi-agent system. 
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A. Source: 

Data packets are been generated in this module. The real –time 

data packet generated is either audio or video. The packet has   

a fixed packet size i.e. ps=1500, which is equal to the 

maximum frame length of Ethernet frame payload. The packet 

generated by the source is send to the Packet Coordinator. 

B. packet Coordinator:  

The Packet coordinator agent acts as a software agent. To 

meet the other agent’s functionalities it interacts with other 

agents. It will not know the systems entire view.Using the 

known IP address it interacts with the source agent and using 

known MAC address it interacts with the destination agent to 

locate at the edge router. The Packet coordinator will send the 

packet to real-time scheduler to check whether the packet is 

feasible or not. 

C. Real time scheduler and security enhancer: Here EDF is 

taken as the scheduler and it takes the shortest deadline as the 

priority and sets that task in the first order. Every time a new 

packet arrives the queue is rearranged. Here EDF is used as 

the real-time scheduler agent. If the packet is not feasible it is 

rejected and the information is passed to the Packet 

Coordinator. After scheduling is completed security level is 

increased for the packet and checked if its deadline is not 

effected after increasing the security. If the security level 

increased and if it is not affecting the deadline of the packet 

then its security level is increased successfully. 

D. Network Queue: The Network queue has two processes: the 

queuing (storing) process and the dequeueing (fetching) 

process. In the queuing process, according to their effective 

deadlines the queue will place the arriving packets in its 

buffer. When scheduler requests the packet it will give the 

response by sending the requested packet. In the dequeueing 

process, the queue agent searches for the packet which is 

going to expire and sends that packet to the scheduler. Then 

the same packet is forwarded to the server by the scheduler. 

The network queue notifies/sends message of its buffer usage 

through a direct link which is established between queue agent 

and coordinator. Here the secured packet generated by the 

real-time scheduler agent is been sent to the destination. 

E. Destination:  When a packet is received from the Network 

Queue the destination agent performs FCFS scheduling 

algorithm on it. The acknowledgment is been given to the 

Packet Coordinator by the destination agent whether the 

packet is been received or not successfully.It sends 

twoparametersto the coordinator. The first it send its 

processing rate Pf of traffic flow f. At the initiation phase only 

it is send to the coordinator. The second is it sends the size Bf 

of the available buffer for accommodating the packets of 

traffic flow f. A time period t is specified by the coordinator. 

The destination agent sends Bf to the coordinator at the end of 

every time period. To determine the packet’s security service 

level this process is used. 

Flow chart: 

    Figure 3.2 describes how the flow is organized from the 

packet which is ready to schedule. From the admission queue 

the packet is sent to feasibility test. Before that the network is 

checked whether it is congested or not. If the network is 

congested then the packet is sent for feasibility test and if it is 

feasible, then it is sent to the dispatch queue and if the packet 

is not feasible then it is rejected.  

     The packets which are sent in this manner are considered as 

optional packets. If congestion is not their then the packet is 

checked whether it is optional or not. If the packet is optional 

then the packet is been rejected other wise the packet is 

accepted and sent for the feasibility test. After the feasibility 

test is completed the security level of that packet is increased. 

The feasibility test is done whether the packet has the 

minimum security and whether the packet will be executed 

successfully for sending to destination. In this the packet is 

first estimated for the finish time of that packet. If the finish 

time which is estimated is not more than the deadline then that 

packet is accepted. And if that packet is kept in the queue and 

if another packet comes and if that deadline is nearer than the 

others then it is tested for feasibility test and again the order of 

that queue is arranged once again. 

The packet will be processed and that packet will 

complete its execution within the deadline. Then the security 

comes. Here the security is increased if only the enhancement 

is fruitful. The packet is given more security if it is mandatory 

packet and if its security is added also and the packets 

deadline is not missed. Because if the packets deadline is 

missed then there is no point in increasing the security. So the 

feasibility test should be fruitful. 

After increasing the packet security level the packet 

should not miss the deadline. The packet is sent to dispatch 

queue. It is decided by (M, K) model. This has a pattern 

named Deeply Red_Pattern (Red_Pattern).if the value is 

shown as 1 the security level of that packet is increased 

otherwise it is shown as 0 and the security level is not 

increased. If the value is 1 then it is mandatory and if it is 0 

then it is considered as optional. The optional packets which 

are sent also have minimum security level. 

 

Fig 3: Flow of the Proposed System 
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Fig 4: Packet flow in the proposed SMK 

Algorithm security enhancement (task (𝝉𝒊
𝒋
)) 

Begin 
1. while (admission queue is empty) do 

1.1 wait 

end while 

2. Select job𝜏𝑖
𝑗
 from admission queue 

3. estimate𝑓𝑡𝑖
𝑗
 with minimum security level 

4. if (congestion) then 

begin if 

        4.1 if (not feasible(𝜏𝑖
𝑗
)) 

                     4.1.1 reject𝜏𝑖
𝑗
 

else 

                    4.1.3 Send the job to dispatch queue 

       4.2 goto step1 
else 

       4.3 if (𝜏𝑖
𝑗
is optional)             

4.3.1 reject𝜏𝑖
𝑗
 

         4.3.2 goto step 1 

      4.4 if (feasible (𝜏𝑖
𝑗
)) 

           4.4.1 enhance security 

           4.4.2 send to dispatch queue 
else 

                     4.4.3 reject𝜏𝑖
𝑗
 

end 

       4.5 goto step1 

end 

 

//Function to perform feasibility test// 

Feasible (job𝝉𝒊
𝒋
) 

         1. estimate  

𝑓𝑡𝑖
𝑗

=  𝑎𝑖
𝑗

+ 𝑤𝑡𝑖
𝑗

+ 𝑒𝑖
𝑗
where𝑤𝑡𝑖

𝑗
= max(𝑓𝑡ℎ

𝑘) − 𝑎𝑖
𝑗
 

//  𝜏ℎ
𝑘 is a higher priority job in the dispatch queue// 

2. if (𝑓𝑡𝑖
𝑗

> 𝐷𝑖
𝑗
)  //will miss its deadline 

                2.1 reject 𝜏𝑖
𝑗
 and goto step 1 

else 

//check if the new job will force the lower priority jobs already 

accepted to miss their deadlines//lower priority job 
begin 

                  2.2 for every job 𝜏𝑙
𝑘 in the dispatch queue  

do  //𝜏𝑙
𝑘 lower priority job// 

begin for 

                     2.2.1𝑓𝑡𝑙
𝑘 = 𝑓𝑡𝑙

𝑘 + 𝑒𝑖
𝑗
 

//reestimate the finish time of a lower priority job// 

                     2.2.2 if (𝑓𝑡𝑙
𝑘 > 𝐷𝑙

𝑘)    //will miss its deadline 
begin 

                             2.2.2.1 reject𝜏𝑖
𝑗
 

                                      2.2.2.2 𝑓𝑡𝑙
𝑘 = 𝑓𝑡𝑙

𝑘 − 𝑒𝑖
𝑗
 

                           2.2.2.3 goto step 1 
end 

end for 

end 

The algorithm explains how the scheduling is been done using 

EDF. For that tasks security is provided where ever it is 

required. The detailed implementation of project is as follows; 

For task set𝑇𝑖 = (𝑎𝑖 , 𝑒𝑖 , 𝑓𝑖 , 𝑑𝑖 , 𝑙𝑖 , 𝑠𝑖)  are taken. 

𝑎𝑖=arrival time  

𝑒𝑖=execution time 

𝑓𝑖=duration time 

𝑑𝑖=deadline 

𝑙𝑖=amount of data (measured in KBs) 

𝑠𝑖=security level 

The source generates packets which are sent to the 

admission queue and its deadline is estimated. It is then treated 

as a real time task. When the tasks are entered into the 

admission queue. If the admission queue is not empty then we 

should wait for sometime. Then a job 𝜏𝑖
𝑗
 is selected from the 

admission queue. After that the finish time of that job is to be 

estimated with minimum security level. After that we should 

check whether the network is congested or not. If the network 

is congested then the optional packets are to be sent through 

network.bur here the job is checked for feasibility.  

If the job is feasible then the job is sent to dispatch queue 

with minimum security otherwise it is rejected. If the network 

is not congested then the job is checked whether it is optional 

packet or mandatory packet. If the packet is optional then that 

packet is rejected otherwise that packet is accepted. After that 

packet is accepted then that packet is sent for feasibility test. If 

the packet is feasible then its security level is been increased 

and sent to dispatch queue. If the packet is not feasible then 

that packet is rejected. 

Here the feasibility test is done in a process which is as 

follows. 

For a job 𝜏𝑖
𝑗
 we have to estimate finish time as 𝑓𝑡𝑖

𝑗
=

 𝑎𝑖
𝑗

+ 𝑤𝑡𝑖
𝑗

+ 𝑒𝑖
𝑗
  where waiting time of the job would be  

𝑤𝑡𝑖
𝑗

= max(𝑓𝑡ℎ
𝑘) − 𝑎𝑖

𝑗
,if the τh

k is a higher priority job in the 

dispatch queue .after that we have to look whether the finish 

time is greater than the deadline .if the finish time is greater 

then that job would be rejected. Because this job can disturb 

the already accepted jobs. The above is about in the case if it 

isa higher priority job. Now if the lower priority job comes 

then again we have to reestimate the finish time of that job. 
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Now we have to check whether it is missing its deadline. If it 

is missing its deadline then that job will be rejected. 

   Coming to security part the user is provided with 3 security 

services and he is free to choose any of the service. The 

services provided to the user are confidentiality, integrity and 

authentication. In that there are encryptions algorithms 

specified for each security service separately. 

When the user selects any one of the security service the 

algorithms present in that service are mentioned and in that 

user chooses any of the algorithm. Now the security 

enhancement is given by (m, k) model. Here in this (m, k) 

model there are some patterns which are as follows deeply red 

pattern, evenly distributed pattern, reverse pattern, hybrid 

pattern, mixed pattern. 

From the above patterns in this project the author has 

taken deeply red pattern and implemented for the 

enhancement of the tasks. In this deeply red pattern we take 

the threshold value according to the execution time and if it is 

above the threshold value its value is 1 and security is 

increased. Otherwise security is not increased. The tasks for 

which security is increased its deadline should not be missed. 

If the packets deadline is missed, then there is no point in 

increasing the security for particular task.  

The author tries to increase the security level of the 

packet according to the execution time. If the execution time is 

less than the deadline then the security level is increased. 

 

4.1 SEURITY REQUIREMENTS [11]: 

A task consists of set such as𝑇𝑖 = (𝑎𝑖 , 𝑒𝑖 , 𝑓𝑖 , 𝑑𝑖 , 𝑙𝑖 , 𝑠𝑖) 

Where ai, ei, and fi are the arrival, execution, and finish times, 

di is the deadline, and li denotes the amount of data (measured 

in KB) to be protected. ei can be estimated by code profiling 

and statistical prediction [12]. Suppose Ti requires q security 

services represented by a vector of security level ranges, e.g.  

 The vector characterizes the security requirements of the task. 

𝑆𝑖
𝑗
is the security levelrange of the jth security service required 

by Ti. The security level determines the most appropriate point 

siin space Si, 

e.g.𝑠𝑖 = (𝑠𝑖
1, 𝑠𝑖

2, … … . . 𝑠𝑖
𝑞

)where 𝑠𝑖
𝑗

∈ 𝑆𝑖
𝑗
,1 ≤ j ≤ q 

It is imperative for a security-aware scheduler to adopt away 

of measuring security benefits gained by each admitted task. 

As such, the security benefit of task Ti is quantitatively 

modeled as a security level function denoted by SL:𝑆𝑖 → 𝑅 

𝑆𝐿(𝑆𝑖) = ∑ 𝑊𝑖
𝑗𝑞

𝑗=1 𝑆𝑖
𝑗
, 0 ≤ 𝑊𝑖

𝑗
≤ 1, ∑ 𝑊𝑖

𝑗𝑞
𝑗=1 = 1           (22) 

𝑊𝑖
𝑗
is the weight of the jth security service fortask Ti. Users 

specify in their requests the weights to reflect relative 

priorities of the required security services. 

Xi denotes all possible schedules for task Ti and xi∈Xiis a 

scheduling decision of Ti. xi is a feasible schedule if 

1)deadline di can be guaranteed, i.e., fi≤di, and 2) the security 

requirements are met, i.e. min(𝑆𝑖
𝑗
)≤ 𝑠𝑖

𝑗
≤ max(𝑆𝑖

𝑗
). 

Given a real-time task Ti, the security benefit of Ti is expected 

to be maximized by the security controller under the timing 

constraint: 𝑆𝐵(𝑋𝑖) = max
𝑥𝑖∈𝑋𝑖

{𝑆𝐿(𝑠𝑖(𝑥𝑖))} 

              =  max
𝑥𝑖∈𝑋𝑖

{∑ 𝑊𝑖
𝑗𝑞

𝑗=1 𝑠𝑖
𝑗(𝑥𝑖)}                               (23) 

Where the security level of the jth service𝑠𝑖
𝑗(𝑥𝑖)  is 

obtainedunder schedule xi, andmin (𝑆𝑖
𝑗
)≤

𝑠𝑖
𝑗(𝑥𝑖) ≤max(𝑆𝑖

𝑗
).min (𝑆𝑖

𝑗
)are the minimum and maximum 

securityrequirements of task Ti. 

A security-aware scheduler aims at maximizing thesystem’s 

quality of security, or security value, defined by the sum of the 

security levels of admitted tasks (see (22)). Thus, the 

following security value function needs to be maximized, 

subject to certain timing and security constraints: 

𝑆𝑉(𝑋) = max
𝑥∈𝑋

{∑ 𝑦𝑖𝑆𝐵
𝑝
𝑖=1 (𝑥𝑖)}   (24) 

Where p is the number of submitted tasks, yi is set to 1 in task 

Ti is accepted, and is set to 0 otherwise. Substituting (23) into 

(24) yields the following security value objective function. 

Our proposed security-aware scheduling algorithm strives to 

schedule tasks in a way to maximize (25): 

𝑆𝑉(𝑋) = max
𝑥∈𝑋

{∑ (𝑦𝑖 max
𝑥∈𝑋

{∑ 𝑦𝑖𝑆𝐵
𝑝
𝑖=1 (𝑥𝑖)})

𝑝
𝑖=1 } (25) 

 

IV. SIMULATION RESULTS 

 

The effect of the variation of the Confidentiality is shown in 

the figure 5.1.  The graph plotted has guarantee ratio from (0-

0.9) and utilization from (0-1). When the utilization is 

increased (0-0.3) it can be observed that the guarantee ratio 

will be decreased in MAM (Multi Agent Model) gradually 

compared to SMK (Secure MK) and the values which it meets 

lower than that of the SMK approach, while this reduction in 

the guarantee ratio is more gradually decreased at higher 

values of the utilization (0.4-1).The MAM has less efficiency 

than the SMK and the algorithms which used are same but the 

schedulers are different.The difference shows that there is an 

increase in guarantee ratio by 15%. 

 

The effect of the variation of the Integrity is shown in the 

figure 5.2.  The graph plotted has guarantee ratio from (0-0.8) 

and utilization from (0-1). When the utilization is increased 

(0-0.5) it can be observed that the guarantee ratio will be 

decreased in MAM gradually compared to SMK and the 

values which it meets lower than that of the SMK approach, 

while this reduction in the guarantee ratio is more gradually 
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MAM SMK

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

16 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



decreased at higher values of the utilization (0.5-1).The MAM 

has less efficiency than the SMK and the algorithms which 

used are same but the schedulers are different.The difference 

shows that there is an increase in guarantee ratio by 19%. 

  

The effect of the variation of the Authentication is shown in 

the figure 5.3.  The graph plotted has guarantee ratio from (0-

0.6) and utilization from (0-1). When the utilization is 

increased (0-0.5) it can be observed that the guarantee ratio 

will be decreased in MAM gradually compared to SMK and 

the values which it meets lower than that of the SMK 

approach, while this reduction in the guarantee ratio is more 

gradually decreased at higher values of the utilization (0.5-

1).The MAM has less efficiency than the SMK and the 

algorithms which used are same but the schedulers are 

different. The difference shows that there is an increase in 

guarantee ratio by 12%. 

 

The effect of the variation of the All Security Services is 

shown in the figure 5.1.The graph plotted has guarantee ratio 

from (0-0.7) and utilization from (0-1). When the utilization is 

increased (0-0.6) it can be observed that the guarantee ratio 

will be decreased in MAM (Multi Agent Model) more 

gradually compared to SMK(Secure MK) and the values 

which it meets lower than that of the SMK approach, while 

this reduction in the guarantee ratio is gradually decreased at 

higher values of the utilization (0.7-1).The MAM has less 

efficiency than the SMK and the algorithms which used are 

same but the schedulers are different.The difference shows 

that there is an increase in guarantee ratio by 15%. 

 

V. CONCLUSION 

This work proposed an effective scheduling algorithm 

which provides improved security levels to the weakly hard 

real-time systems. It used (M, K) model where M packets are 

delivered with full security in K window of packets to provide 

derived QoS to the system. The existing systems provided best 

effort service, wherein it improved the security levels for 

some. However if the deadline did not permit the existing 

system passed the packet without any security. Further, based 

on the feedbackon packet loss the existing technique adjusted 

the security level provided to an individual packet to 

unpredictable packet loss. The proposed technique overcomes 

there limitations of the existing technique by providing 

minimum security to all the accepted packets. It partitions the 

packet as mandatory or optional using (M, K) model to 

provide better prediction on packet loss. 

However,for any accepted packet if its deadline permits 

its security is also improved. The existing technique also does 

not take into account the packet losses due to congestion. The 

proposed algorithm also considered losses due to congestion 

in the network and proposed to send only mandatory packets 

to achieve the derived QoS in case there is no congestion in 

the network. However, if congestion exists and packets are 

dropped the proposed technique sends optional packets to 

provide best effort service. It is observed that when the system 

utilization is low (0-0.4) the proposed technique and existing 

technique provide similar security results. However, as the 

utilization ratio increased the proposed technique provides 

approximately 15% better security guarantee. 
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Abstract- Freely-usable frequency spectrum is dwindling quickly in the face of increasingly greater demand. As mobile 

traffic overwhelm the frequency allocated to it, some frequency bands such as for terrestrial TV are insufficiently used. 

Yet the fixed spectrum allocation dictated by International Telecommunications Union disallows under-used frequency 

from being taken by those who need it more. This under-used frequency is, however, accessible for unlicensed exploitation 

using the Cognitive Radio. The cognitive radio would basically keep monitoring occupation of desirable frequencies by 

the licensed users and cause opportunistic utilization by unlicensed users when this opportunistic use cannot cause 

interference to the licensed users. In Kenyan situation, the most appropriate technique would be Overlay cognitive radio 

network. When the mobile traffic is modeled, it is easier to predict the exact jam times and plan ahead for emerging TV 

idle channels at the exact times. This paper attempts to explore the most optimal predictive algorithms using both 

literature review and experimental method. Literature on the following algorithms were reviewed; simple Multilayer 

perceptron, both simple and optimized versions of support vector machine, Naïve Bayes, decision trees and K-Nearest 

Neighbor. Although in only one occasion did the un-optimized multilayer perceptron out-perform the others, it still 

rallied well in the other occasions. There is, therefore, a high probability that optimizing the multilayer perceptron may 

enable it out-perform the other algorithms. Two effective optimization algorithms are used; genetic algorithm and 

particle swarm optimization. This paper describes the attempt to determine the performance of genetic-algorithm--

optimized multilayer perceptron and particle-swarm-optimization-optimized multilayer perceptron in predicting mobile 

telephony jam times in a perennially-traffic jammed mobile cell. Our results indicate that particle-swarm-optimization-

optimized multilayer perceptron is probably a better performer than most other algorithms. 

 

Keywords – MLP; PSO; GA; Mobile traffic 

 

I.   INTRODUCTION 

Freely-usable frequency spectrum is dwindling quickly in the face of increasingly-greater demand [1]. The irony 

is that as mobile traffic the world over, especially, overwhelm the frequency allocated to it, some frequency bands 

such as for terrestrial TV are insufficiently used [2]. Yet the fixed spectrum allocation dictated by International 

Telecommunications Union (ITU) disallows under-used frequency from being taken by those who need it more. 

This under-used frequency is, however, accessible for unlicensed exploitation using the Cognitive Radio (CR). The 

cognitive radio would basically keep monitoring occupation of desirable frequencies by the licensed users and cause 

opportunistic utilization by unlicensed users when this opportunistic use cannot cause interference to the licensed 

users [3]. Some individuals state that the digital migration has vacated the bigger spectrum and mitigated the 
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shortage of spectrum. However, with the emergence of the phenomenon of Internet of Things (IoT), where 50 

billion devices are forecast to demand communication frequency, the digital migration dividend is likely to expire 

quickly.   

In Nairobi city, Kenya, where this study was taken, the four mobile service providers suffer grave shortage of 

spectrum. The Communication Authority of Kenya (CAK) publishes Quality of Service (QoS) reports every two 

years. The latest report on Quality of Service of mobile service providers is the 2012-2013 one [4]; Kenya’s 

dominant service provider with 68% market share, Safaricom Ltd., registered the worst blocked calls rate of 11% 

against a target of <5%. According to [5] [6], GSM call blocking, which may be SD BLOCKING or TCH 

BLOCKING, can be caused by many reasons. It can be: Optimization issue such as improper definition of 

parameters, incorrect or inappropriate timer, un-optimized handover and power budget margins, and interference; or 

hardware problem such as faulty transmitters. However, the main cause is often congestion when there is no 

available channel for assignment of call. In 2012, Safaricom Ltd is on record for having requested CAK to allow it 

to use the analogue TV band of 694-790 MHz for deployment of broadband, a request rejected by CAK - with 

reasons - in their press release of [7]. In this country, digital TV channel occupation by licensed users is typically 

poor as there are only 5 licensed broadcasters. Many digital TV frequencies therefore lie idle at certain moments. 

The worst jam times in mobile telephony, within the most congested mobile cells, would need to be determined by 

the cognitive radio. The most appropriate technique would be Overlay cognitive radio network [8]. During such 

times, the cognitive radio would explore which TV channels are idle in order to cause the mobile service provider’s 

base station controller (BSC) to opportunistically utilize those TV channels in the times that they are idle. When the 

mobile traffic is modeled, it is easier to predict the exact jam times and plan ahead for emerging TV idle channels at 

the exact times. There are existing studies which have attempted to predict jam times in mobile telephony traffic 

with varying degrees of accuracy as shall be outlined in the next section.   

This paper attempts to explore the most appropriate modeling algorithm using both literature review and 

experimental method.  

II.   RELATED STUDIES 

The following are instances where mobile telephony traffic has been modeled and predicted. In [9], wavelet 

transformation least squares support vector machines is used to conduct busy telephone traffic prediction with 

impressive mean relative error of -0.0102. In [10], correlation analysis is firstly applied to the busy telephone traffic 

data to obtain the key factors which influence the busy telephone traffic. Then wavelet transform is used to 

decompose and reconstruct the telephone traffic data to get the low-frequency and high-frequency components. The 

low-frequency component is loaded into ARIMA model to predict, while the high-frequency component and the 

obtained key factors are loaded into PSO-LSSVM model to predict. Finally, a least error value of 1.14% is achieved 

by superposition of the predictive values. In [11], probabilistic predictive algorithms, Naïve Bayes, Bayesian 

Network and the C4.5 decision tree were used. Although churn is an attribute that is different from traffic levels, the 

predictive accuracy in the two attributes may not be distant from each other as prediction of churn uses a subset of 

the data used in prediction of traffic levels. Naïve Bayes and Bayesian Network perform better than C4.5 decision 

tree with Naïve Bayes performing best with a relative error of -0.0456. 
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The following are instances of comparison between the most popularly-used predictive algorithms. 

In [12], the SVM of the Gaussian Radial basis Polynomial Function achieved an accuracy of 95.79% against 84.50% 

for the MLP. In [13], SVM of the radial basis function achieved an accuracy of 100% against the MLP with 95%. In 

[14], the SVM performed better than MLP by an average of 19% over the 2008 to 2012 period.  

Although in all the above circumstances, the SVM is seen to out-perform the MLP, in [15], MLP out-performs K-

Nearest Neighbor (KNN) and SVM in Facebook trust prediction with accuracies of 83%, 73% and 71% 

respectively. In [16], Multinomial NB performs better than SVM. In [17], KNN, Naive Bayes, logistic regression 

and SVM are evaluated for performance. Each algorithm performed differently based on dataset and parameter 

selected. KNN and SVM were identified as having performed best wit highest accuracies. In [18], the MLP 

performs better than Naïve Bayes at 93% to 88%. 

It is common wisdom that there is no one predictive algorithm that is better than any other as performance of one 

depends on type/size of data and parameters selected. However, from literature review, SVM, Naïve Bayes and 

MLP probably stand out. In view of the fact that the SVM architecture used in most of the already-reviewed cases is 

optimized even as the MLP architecture used is un-optimized, our paper describes an attempt to explore whether an 

optimized MLP can perform better than the techniques reviewed here.  

An MLP can have several hidden layers. Formally, an MLP having a single hidden layer forms the function: 

f : RD → RL , 

where D is the size of input vector x and L is the size of the output vector f(x), so that, in matrix notation: 

f(x) = G(b(2) + W(2) (s(b(1) + W(1)x)))                                                                                                                                (1) 

with bias vectors b(1), b(2); weight matrices W(1), W(2)and activation functions G and s. 

The vector 

h(x) = Φ(x) =  s(b(1)  + W(1)x)                                                                                                                                           (2) 

forms the hidden layer. W(1) ϵ R D×Dh is the weight matrix connecting the input vector to the hidden layer. Each column 

W-i
(1) represents the weights from the input units to the ith hidden unit. Usual choices for s include tanh, with 

 
   tan h(a) =   (ea – e-a) / (ea + e-a)                                                                                                                                        (3) 

, or the logistic sigmoid function, with 

Sigmoid(a) = 1/(1 + e-a)                                                                                                                                                   (4) 

Both the tanh and sigmoid are scalar-to-scalar functions, however, their natural conversion to vectors and tensors is in 

applying them element-wise. 

The output vector is therefore: 

   O(x) = G(b(2) + W(2)h(x))                                                                                                                                                  (5) 
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To train an MLP, all parameters of the model is learned. Using Stochastic Gradient Descent with mini-batches, the 

parameters to learn is in the set: 

Ɵ= {W(2) , b(2) , W(1) , b(1)}                                                                                                                                                   (6) 

Gradients ∂ℓ / ∂Ɵ is obtained using the back-propagation algorithm [19]. In our case, D shall be 2 and L shall be 1.  

In order to identify and use the most optimal MLP model, several un-optimized or manually-trained MLPs can be 

tried, randomly varying the attributes of MLP such as number of neurons, number of layers, activation functions and 

learning rates. The best-performing of the various tested models is then used to conduct prediction. Optionally, 

automated technique can be used with one of two main optimizers; genetic algorithm (GA) and particle swarm 

optimization (PSO). The optimizer would automatically try out various values of the mentioned attributes out of a 

large solution space, each time testing the performance for most optimal model.  

In GA, the problem would first be encoded as a string of real numbers or, as is more typically the case, a binary 

bit string. A typical chromosome may look like this: 

 

     1001010111010100101001110110 

 

The following set of steps is a typical algorithm which is repeatable until an optimum solution is found.  

 Test each chromosome to see how good it is at solving the problem at hand and assign a fitness 

score accordingly. The fitness score is a measure of how good that chromosome is at solving the problem to hand. 

 Select two members from the current population. The chance of being selected is proportional to the 

chromosomes fitness. Roulette wheel selection is a commonly used method. 

 Dependent on the crossover rate crossover the bits from each chosen chromosome at a randomly chosen 

point. 

 Step through the chosen chromosomes bits and flip dependent on the mutation rate. 

 Repeat step 2, 3, 4 until a new population of N members has been created. 

 

For instance, given two chromosomes, one represented by black digits with the second one represented by grey 

digits; 

 

10001001110010010 

    01010001001000011 

 

We can choose a random bit along the length, say at position 9, and swap all the bits after that point so the initial 

chromosomes above become: 

 

10001001101000011 

01010001010010010 
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This would sometimes be followed by mutation. This is where a bit within a chromosome will be flipped (0 becomes 

1, 1 becomes 0). This is usually a very low value for binary encoded genes, say 0.001. So whenever chromosomes 

are chosen from the population the algorithm first checks to see if crossover should be applied and then the algorithm 

iterates down the length of each chromosome mutating the bits if applicable[20] [21] [22]. In our case, the 

chromosomes of the GA would represent the number of neurons, the number of layers, the activation function and 

the learning rate.  

PSO, on the other hand, is initialized with a group of random particles (solution) and then searches for optima in a 

conceptual 3D space by updating generations. In every iteration, each particle is updated by following two best 

‘values’. The first one is the best solution (fitness) it has achieved so far. The fitness value, called pbest is also 

stored. Another ‘best’ value that is tracked by the particle swarm optimizer, obtained so far by any particle in the 

swarm. This best value is a global best and called gbest. When a particle takes part of the population as its 

topological neighbors, the best value is a local best and called lbest. After finding the two best values, the particle 

updates its velocity and position with the following equations (1) and (2), respectively; 

 

  [v]=[v]+c1*rand()*(pbest[]–present[]) + c2*rand()*(gbest[]– present[])                                                             (1) 

  present[] = present[] + v[]                                                                                                                                        (2) 

 

where v[] is the particle velocity; present[] is the particle or solution; pbest[] and gbest[] are defined as already-

mentioned; rand[] is a random number between (0,1); c1 and c2 are learning factors, typically both equal to 2 [23]. 

Fig. 1 represents the operation of the MLP being optimized by either GA or PSO. 

 

 

Figure 1 Logical Diagram for Process of Optimizing MLP 

 

 

III.   METHODS 

In order to model and predict the jam times for mobile telephony, we selected a perennially-jammed mobile cell 

for the dominant service provider, Safaricom Ltd. This is the kind of cell which mobile traffic jam times, one would 
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most desire to predict, as it would most benefit from opportunistic use of idle TV channels. From the transactional 

summary data recorded by the provider’s system within Nairobi city, we were able to identify Moi Drive cell as one 

of the worst cells in terms of traffic level and blocked calls rate. As earlier stated by Mahalungkar and also Verma, 

the main cause of blocked calls is shortage of frequency to allocate during jam times. Safaricom Ltd forensic data 

computed by the cell base station controller (BSC) also confirm that the call blocking rates are high due to shortage 

of frequency. Moi Drive cell is a logical choice although the central business district is the busiest area within the 

city with the highest mobile traffic. However, it has many tall buildings to anchor more towers thus enabling 

reduction of cell size. That measure is usually enough mitigation for high traffic. Moi Drive cell on the other hand, is 

a heavily populated, lower-middle-class and low-class, residential area with many busy open markets, but hardly 

any tall building. The provider has to literally build towers from the ground which is a costly affair. The cell, among 

others like it, suffers mobile traffic jam especially in late afternoon at the height of market activity. We obtained data 

transacted by the Base Station Controller (BSC) for the cell of study, data which is copied to the core system of the 

service provider. TABLE I, below illustrates the most relevant view of the transaction data; 

TABLE I 

TRANSACTION DATA OF THE BSC 
 

DATE TIME CI SITEID CELLNAME BSC_

NAME 

ACTUAL_

TRAFFIC 

TRUE_ 

Blocking

_ 

Value 

Utilization

_Value 

HR_ 

Proportion_ 

Value 

 

 

2013-04-

17 
16.33 479 

479-

Umoja_ 

Moi_Drive

-6 BSC-1114 47.11 48.86 72.63 

 

 

 

 

85.92 

4796 
. . . . . . . . . . 

 

As previously stated, to predict mobile traffic jam times, there is need to predict the times when there is highest call 

blocking rates. Of the fields in TABLE I, the relevant fields to model traffic jam are, therefore, True Blocking Value 

(TBV), which is Safaricom Ltd system’s term for traffic channel (TCH) blocking rate [24] [25]. Rate of TCH 

unsuccessful seizures during assignment procedure due to congestion is computed by the BSC as follows: 

  TCH_Assignment_Block_Rate =     

 

Of the fields in the data view, True Blocking Value, Day/Date and Time of Day are best suited to build the needed 

predictive model. The format of data for the three variables is illustrated in TABLE II, below; 

TABLE II  

DATA FIELDS FOR MODELLING MOBILE TRAFFIC 

DATE TIME TRUE_Blocking_Value 

2013-04-17 16.33 72.63 

. . . 
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There appears to be a weekly cyclic pattern in the data so that TBV spikes on Friday afternoons and relatively 

lowers on Monday afternoon than any other day of the week. We therefore converted the Date into Day-of-the-

week. This conversion also spares us using 30 different symbols for the 30 days of the monthly date. We deal with 7 

symbols for days of the week. The resulting data is therefore as follows; 

 

TABLE III 

REVISED DATA FIELDS FOR MODELLING MOBILE TRAFFIC 

DATE TIME TRUE_Blocking_Value 

Wednesday 16.33 72.63 

. . . 

 

Variously-optimized multi-layer perceptron (MLP) models explored in this study work best with numeral data. 

Although it is tempting to give Monday a value of 1, Tuesday a value of 2, Wednesday a value of 3 etc., such data 

representation would not capture the implication of data as giving Friday a value of 5 may imply that Friday is 5 

times the value of Monday which is not accurate. We used 1-of-N technique to encode data [26]. The resulting data 

is illustrated in Table IV, below; 

 

TABLE IV  

ENCODED DATA FIELDS FOR MODELLING MOBILE TRAFFIC 

DATE TIME TRUE_Blocking_Value 

0,0,1,0,0,0,0 16.33 72.63 

. . . 

 

The BSC computes the data every 30 seconds. In order to avoid collecting too much data, we isolated and 

collected data of every 3 minutes. It was resolved that data of 30 days, which is 4 weeks, has enough cyclic patterns 

to enable prediction. The 14,400 instances were applied to different predictive algorithms. Given that in literature 

review, the MLP had rallied competitively against most sophisticated algorithms, we compared the MLP against its 

two optimized versions; Genetic Algorithm (GA)-optimized MLP and Particle Swarm Optimization (PSO)-

optimized MLP. Version R2010a of MATLAB was used to develop the script to implement the MLP. 

TABLE V illustrates the performance of the various models of a manually-trained MLP. Fig. 2 illustrates the 

training process and performance of the most optimal of the manually-trained MLP models. Fig. 3 illustrates the 

training process and performance of the GA-optimized MLP while Fig. 4 illustrates the training process and 

performance of the PSO-optimized MLP. 
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IV.   RESULTS 

 

TABLE V 

FOUR BEST MANUALLY-TRAINED MODELS OF MLP 

No. of Hidden Layers No. of Neurons Learning Rate Training 

Function 

Mean Square 

Error 

2 
40 0.04 log sigmoid 0.198771 

4 20 0.05 log sigmoid 0.026668 

1 30 0.02 tan sigmoid 0.022933 

3 20 0.4 tan sigmoid 0.083454 

 

 

 

 

 

 

 
 

Figure 2 Training Graph of the best-performing MLP 
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Figure 3 Training Graph of GA-Optimized MLP 

 

 

 

 

 
 

Figure 4 Training Graph of PSO-Optimized MLP 
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V.   DISCUSSION 

When idle TV channels are used opportunistically by overwhelmed mobile telephony network, the benefit of 

predicting the times of mobile traffic jam is the ability to plan in advance on when to determine if idle frequency is 

available. In the attempt to predict the mobile telephony traffic jam times, we first compared the performance of 

several predictive algorithms by reviewing existing literature. 

In one literature, wavelet transformation least squares support vector machines (LSSVM) is used to conduct busy 

telephone traffic prediction with impressive mean relative error of -0.0102. In another literature, a combination of 

ARIMA model and PSO-LSSVM is used to predict busy mobile traffic with a least error value of 1.14%. When in 

one study, Naïve Bayes, Bayesian Network and C4.5 decision tree were used to predict churn in mobile telephony. 

Naïve Bayes and Bayesian Network perform better than C4.5 decision tree with Naïve Bayes performing best with a 

relative error of -0.0456. In another case, the SVM of the Gaussian Radial basis Polynomial Function achieved an 

accuracy of 95.79% against 84.50% for the MLP. In one more case, SVM of the radial basis function achieved an 

accuracy of 100% against the MLP with 95%. In yet another case, the SVM performed better than MLP by an 

average of 19% over the 2008 to 2012 period. Still in another case, Multinomial NB performs better than SVM. In 

another case, KNN and SVM performed better than Naive Bayes and logistic regression. 

Although in all the above circumstances, the SVM is seen to out-perform the MLP, the SVM is actually optimized 

while the MLP is non-optimized. Still, the MLP rallies well given that it still out-performs K-Nearest Neighbor 

(KNN) and SVM in Facebook trust prediction with accuracies of 83%, 73% and 71% respectively in one case. In yet 

another case, the MLP performs better than Naïve Bayes at 93% to 88%. Given that the MLP performs well without 

optimization, our study attempted to optimize the MLP using two popularly-used optimization algorithms; genetic 

algorithm (GA) and particle swarm optimization (PSO) and compare their performance with the un-optimized MLP 

and the other previously-reviewed algorithms. 

In our study, the most optimal un-optimized or manually-trained MLP achieved an MSE of 0.022933 at epoch 156 

with 1 hidden layer, 30 neurons, learning rate of 0.02 and training function of tan sigmoid. The GA-optimized MLP 

achieved even better with an impressive MSEof  0.0062354 at epoch 406. Still, the PSO-optimized MLP achieved 

the best performance with an MSE of 0.0046245 at epoch 577. Compared to the performances previosuly-reviewed, 

the PSO-optimized MLP has so far the best performance. 
 

 

VI.   CONCLUSION 

The study can conclude that mobile telephony traffic in one of Safaricom Ltd’s perennially-jammed mobile cell in 

Nairobi city has predictable patterns.  

The study can also conclude that the manually-trained MLP has competent performance against other traditionally 

top-performing predictive algorithms such as SVM, Naïve Bayes, K-Nearest Neighbor and Decision trees.  

The study can finally conclude that with this particular data set, the PSO-optimized MLP probably would perform 

better than all the previously-reviewed algorithms.  
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Abstract- In the present paper we are developed a new variant of asymmetric cipher (Public Key) algorithm that based on 

the Diffie-Hellman key exchange protocol and the mathematical foundations of the magic square and magic cube as the 

alternative to the traditional discrete logarithm and the integer factorization mathematical problems. The proposed 

model uses the Diffie-Hellman algorithm just to determine the dimension of magic cube's construction and through which 

determines the type of based magic square in the construction process if it is (odd, singly-even or doubly-even) type, as 

well as through which determined the starting number and the difference value in addition to the face or dimension 

number that will generate the ciphering key to both exchanged parties. From the other point it exploits the magic cube 

characteristics in encryption/decryption and signing/verifying operations. The magic cube is based on the folding six of 

series magic squares with sequential or with period numbers of n-dimensions that represent the faces or dimensions of 

magic cube. The proposed method speed up the ciphering and deciphering process as well as increases the computational 

complexity and gives a good insight to the designing process. The magic sum and magic constant of the magic cube play a 

vital role in encryption and decryption operations that imposes to keep as a secret key. 

 
 

Keywords: Magic Cube, Magic Square, Diffie-Hellman, RSA, Digital Signature. 
 

I. INTRODUCTION 

Magic squares remain an interesting phenomenon to be studied, both mathematically and historically. It is 

equivalent to a square matrix as a painting full of numbers or letters in certain arrangements. Mathematics is the 

most interesting subject in computational squares consisting of n2 boxes, called cells or boxes, filled with different 

integers [1]. This array is called magic square of nxn numbers containing the numbers with consecutive order as 1; 

2… n2. The total elements in any row, column, or diagonals should be the same [2]. Therefor; Magic cube is an 

extension to the magic square with three dimensions or more, that contains an arrangement set of integer number 

from 1,2, …n3. The sum of the entries elements in rows direction, columns direction, and all the diagonals direction 

give the same magic constant for the cube. A magic cube construction of order 3 is shown in Figure 1. below [3]. 

 

 

Figure 1. Magic Cube of Order Three 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

31 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



The magic cube is like the magic square from the point of probability construction that increases dramatically with 

the order of magic cube but with higher search space in guessing and estimation. The magic cube in Figure 2. below 

is another direction in the cube construction. The starting element in the diagonal cube begins from one corner of the 

cube that comprises the upper layer dimensions through the lower left corner. This is the smallest normal magic 

cube of 3x3x3 dimensions with sequential numbers from 1 to 27 that are organized in three layers of nine numbers 

and the magic constant for this cube is sum to 42. These layers represent the dimension or face for the magic cube 

that arranged magically from all directions [4]. 

 

 

Figure 2. Magic Cube of Three Layers 

 

Magic cubes are more than playing games with numbers like the chessboard or Rubik cube, but they substantially 

depend upon the mathematical rules in their construction. Magic cubes are embedded in several mathematical fields 

like the number theory, matrices and combinatory etc. [5]. 

 

II. RELATED WORKS 

The embedding of magic square & magic cube techniques through the public key cipher still under development and 

research and it is still evolving, since there is no real encryption and decryption method with full dependence on 

magic square principles and comprehensions, because it uses the magic square just as the additional security layer 

and as an assistant tool for the real asymmetric algorithms. 

In [6] Nitin Pandey and D.B.Ojha have proposed a new method of encryption and decryption process that is based 

on the RSA cipher and magic rectangle’s construction. The proposed method constructs different of singly even 

magic of rectangles with an even order that don’t accept the divisibility by four, where the sum of each rows and 

columns values is the same. The main purpose for the rectangle square is to address the numeral values to the 

corresponding positions with the magical rectangle in different quadrants. So the numbers then encrypted and 

decrypted using the RSA public cipher. The two researchers have proposed that the developed method increases the 

complexity and the randomness for the ciphertext and at the same time it requires an extra time for the 

implementation process. 

In [7] A. Dharini, R.M. Saranya Devi, and I. Chandrasekar have introduced a new approach for secure data 

transmission through the cloud environment and sharing networks as well as during the Secure Socket Layer (SSL) 

by the RSA combined with magic square, to provide additional security layer to the cryptosystem. The proposed 
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model submits the confidentiality and the integrity of data over the communication to and from the cloud providers. 

So it discusses and combines magic square algorithm with the RSA cipher when implemented on data security in 

cloud computing. 

Gopinanath, Ganapathy, and K. Mani have proposed a new approach for the public key cipher with magic square 

which is based on generating the magical square with order of doubly even for multiples of sixteen. The developed 

method is not much different from the previous work except it has taken various methods of the public key cipher. 

Therefore; the proposed method treated with the positions of the magic square that are corresponding to the ASCII 

values as an alternative. So the encryption and decryption will be with different numbers that represent the 

placements of the ASCII elements in the magic square. The ciphering and deciphering process is performed also by 

the RSA algorithm [8]. 

D.I. George, J.Sai Geetha and K.Mani are three researchers from India who have proposed another technique of 

combining the RSA cipher with the magic rectangle of singly even order. The construction of magical rectangle is 

based on several initial parameters that involve magical rectangle’s seed, constant vector for the amount of column 

values and the beginning number for the rectangle construction. The main idea for this method is to construct a 

specific magic rectangle and then the encrypted text or the cipher text which is encrypted by the RSA cipher and 

then mapping to the positions of numeric values in the magic rectangle and after that change the ciphertext with 

those corresponding positions in order to increase the time complexity and to add another security level. The 

proposed method requires more time of implementation and hardware cost [9]. 

In 1970, Richard Meyers has invented a perfect eighth-order magic cube that is known by Meyers cube. The 

Meyers cube is interested in several symmetries properties which assume that the cube is associative and every 

orthogonal and diagonal line sum to the same specific number. The corners values in the inner small cube as well as 

the corners values of each rectangular in the Meyers cube also sum to a constant certain number. The prominent 

feature for the symmetries properties makes that is possible for a tantalizing number and for rearrangements of the 

cube [10].  

In 1981 J. Barkley Rosser and Robert J. Walker are two researchers who have introduced a new approach for 

constructing a perfect eighth-order magic cube. They have also explained and proved that the perfect pan diagonal 

cubes are found for whole orders with multiples of 8 and also for all the odd orders that are more than 8 order [11]. 

In 1988, John Hendricks submitted new ideas and published many refereed related papers. He developed a simple 

and clear technique in constructing of an odd order magic cube with N order. In addition, he published an extended 

dimension of the hyper cubes with four, five and six dimensions; also he applied an elegant work and great share in 

the magic square area and in the methods development for the magical constructions approaches [12].  

 

III. DIFFIE-HELLMAN KEY EXCHANGE 
 

The Diffie-Hellman is one of the first and earliest public-key protocols that allows two parties to share a secret key 

without any predated acquaintance over insecure or untrusted channel. The resultant key can be used later to encrypt 

as a symmetric key cipher. The Diffie-Hellman protocol is based mainly on the Discrete Logarithm Problem (DLP) 

and implemented within the finite field of cryptography. Suppose Alice and Bob want to share a secret key over 
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public communication media and to use then in a symmetric cipher, so the information and the key that they 

exchange will be observed by their adversary Eve [13].  At the beginning Alice and Bob have to agree on a finite 

field (Fq) and the based element (g) in Fq, then each one secretly chooses a random positive number n and m to 

compute the following: 

Alice computes X ≡  (mod p) 

Bob computes Y ≡  (mod p) 

The two parties will calculate the share key, where Bob raises the base element to the selected value that has been 

received from Alice, also the Alice raises the base element to the value that has been received from Bob to complete 

the agreement on the shared secret key as stated below: 

Alice computes X≡  (mod p) 

Bob computes Y ≡  (mod p) 

Then, the two parties shall have       . 

The Diffie-Hellman protocol suffers from the man-in-the-middle attack which is considered a form of 

eavesdropping attack that happens when the malicious attacker or eavesdropper monitors, modifies and retransmits 

the intercepted information across the communication session between the two users by impersonating the 

personality of the authorized author. The Diffie-Hellman concepts paved the way to the invention the RSA public 

cipher [14]. 
 

IV. THE PROBABILITY OF THE MAGIC SQUARE AND MAGIC CUBE 

The probability of construction the magical square increases considerably with the increasing in order of magic 

square as was mentioned earlier. So, there is merely one ordinary magic square of the third order, but by doing some 

reflections, transpositions and rotations,  it will get seven other undifferentiated cases of magic square as stated in 

Figure 3. [15]. 

 

Figure 3. Rotations and Reflections of Magic Square 
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The probability of constructing magic square of fourth order (4x4) is 880 time, and the probability of constructing  

fifth order is more than 13 million normal magic squares. There are (n2)! Styles to overfill the nxn square matrix 

with integer’s numbers between 1 and n2, without redundancy, but there are just a few of them superpose the magic 

squares features. The construction of magic square acts a great challenge for the intelligent search methods for 

existing various magic square [16]. 

 

V. THE CONSTRUCTION OF MAGIC CUBE 

 

The construction of magic cube is the most difficult problem that has become interesting to researchers in 

mathematical sciences for a long time. Therefore; the methods that work for an odd order of magic cube will not 

work for doubly even or singly even methods and vice versa. The proposed method works for all types of magic 

cube and with any order and it depends basically on the magic square techniques. The proposed method allows to 

construct several magic cubes with sequential numbers or with constant differences among the series of numbers. 

The work for six squares (surfaces) will give one magic cube and the work for twelve squares will constitute two 

magic cubes and so on, so the work with cube should be multiplied of six numbers to introduce several cubes 

regarding the need or to the task requirements. The following example explains the core notation for the magic cube 

construction. 

1. At the beginning, build six separated magic squares of any order corresponding to the six surfaces of the 

cube dimensions as shown in Figure 4. with order three.  

2. Arrange the six surfaces (squares) of the cube by the following way: the first surface should be put opposite 

to the sixth surface and the second surface opposite to the fifth surface and finally places the third surface 

opposite to the forth surface with the corresponding colours respectively. 

 

 

 

 

 

  

 

 

 

 

 

 

 

 
 
 

 
Figure 4. Six Faces of Folding Magic Cube 

 

After constructing and coloring the six surfaces (dimensions) for the magic cube as it is illustrated in Figure 4. 

above, the magic constant and the magic sum are computed for each square consecutively. The summation for each 

pair of analogues colored square will give the same result.  

21 0 15 

6 12 18 

9 24 3 

1st Square 

 

 

48 27 42 

33 39 45 

36 51 30 

2nd  Square 

     

 

75 54 69 

60 66 72 

63 78 57 

3rd Square 

     

 
102 81 96 

87 93 99 

90 105 84 

4th  Square 

     

 

129 108 123 

114 120 126 

117 132 111 

5th  Square 

     

 

156 135 150 

141 147 153 

144 159 138 

6th Square 
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VI. THE PROPOSED MAGIC CUBE 

 

The proposed method includes constructing a magic cube by using the folded magic square technique and it is 

considered a new step towards the magic cube construction that applies a good insight and provides an easy 

generalized technique. This method generalizes the design of magic cube with N order regardless of the type of 

magic square whether odd order or even order squares. The proposed method is fairly easy, since it depends mainly 

on the magic square construction methods, and all what the designer needs is just how to build six magic square 

sequentially or with constant difference value between each pair of the numbers in the square matrix, whereby each 

one of this magic square will represent the surface or dimension for the magic cube configuration. The next step for 

the designer will be how to arrange each square in the proper order to constitute the regular cube in order to maintain 

the properties of magic cube, where the sum of rows, columns and the diagonals from all directions are the same.       

Magic cubes are more than playing games with numbers like the chessboard or Rubik cube, but they substantially 

depend upon the mathematical rules in their construction. Magic cubes are embedded in several mathematical fields 

like the number theory, matrices, and combinatorics. There exist eleven of distinct flat shapes that can be folded-up 

to construct a shape of cube as they were mentioned in the previous chapter. These shapes have been coloured with 

three distinctive colours (green, yellow and orange) each pair of opposite sides are coloured with same colour to 

constitute a folded cube with six surfaces each two opposite surfaces with the same colour as shown in Figure 5. 

below. The purpose of these colours is to keep the arrangement of the magic square as we shall explain in the 

following sections. 

 
Figure 5. Different Shapes of Unfolded Cubes 

 
VII. THE CROSS FIGURE OF FOLDED CUBE 

 

The cross shape that has been stated in Figure 6. below acts as one of the several shapes that construct the magic 

cube,  selected to be traversed and tested with vertical and horizontal track for the main diagonals values and the 
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secondary diagonals values, from all directions which will produce the same constant number of (954). There is no 

problem or restricted matter in the selection of any shape from the magic cube’s shapes else cross shape, where the 

cross shape is chosen because it is very easy, simple and clear to figure out the procedures of folding in the magic 

square surfaces. The cross shape will be partitioned into several basic parts in order to study its properties in detail. 

 

 

 
                  Figure 6. Unfolded Magic Cube 

 
The cubes’ traversing and navigation checking will comprise that the first part will include the main and secondary 

diagonals for the matrices of magic cube with circular movement in both directions vertically and horizontally. The 

second part of the cube will involve the rows and columns of magic cube with circular movement in both directions 

vertically and horizontally and the traversing process that includes the tracks of values with rows and columns of the 

magic cube from all directions. These operations also will produce the same constant number of (954). The 

traversing process involves the tracks values with rows and columns of the magic cube from all directions. These 

operations will also produce the same constant number of (954). 

 

VIII. APPLICATIONS OF THE PROPOSED MAGIC CUBE 

 

Magic cube has no direct usage or specific applications. Recently, several published research papers embed the 

magic square and magic cube properties in many aspects and in several contributions such as: 

 

1. Cryptography and Information Security. 

2. Public Key and Secret Sharing. 

3. Remote Access Control.  

4. Applied Mathematics.  

5. Number Theory.  

6. Determinants and Matrices Field. 

7. Coding theory and error Correctness 

8. Game and the Search Algorithms  
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IX. THE PROPOSED CIPHER 

 

    The proposed cipher involves that the two parties or more can use the proposed model to encrypt and decrypt the 

clear text using one of the famous symmetric algorithms cipher and then encrypts and sends the cipher key in 

secure form by asymmetric cipher using the proposed model that includes the combined of Diffie-Hellman 

algorithm with magic cube technique as well as singing and verifying the intended message by the same process 

by depends upon the Secure Hash Algorithm SHA-512 bits. The example below simulate the proposed cipher 

with step by step implementation. Figure 7. at the end of this paper exhibits the main flowchart for the whole 

operations of Exchanging, Encryption/Decryption and Singing/Verifying processes .  

 

Network Space 

Diffie-Hellman Key Exchange … 

Starting...           The Handshaking & Key Exchange 

 

 (Alice and Bob Handshaking) 

 
The Handshaking process is used just to ensure that the two parties are existing and available on the network and to 

prevent the man in the middle attack by depending upon one of the famous authentication protocols. The string 

below represents a simple simulation for the designed program for the handshaking session. 

Alice Sends: 

 

39ZQKRYMOZ7C5G5LZDY7STQV9G3RB7JCS0RX6KBH1US4H0S2OH|5|31PFQKPILDN92TRLC3HY2

P99V58KH9QZ98505LOZJXRO68903J 

 

Bob Responds: 

 

2DN194JXL3T4I50ICPUJDZF2UH1NRZIZOKGXH23D3ASXL7YKNC 

 

 (Alice and Bob Key Exchange) 

 
The key exchange is implemented and generated by the Diffie-Hellman algorithm. The designed program treats with 

several hundreds of prime numbers that are generated and selected randomly to constitute the agreement key for the 

two parties module for a specific primitive element. The string below represents the generated key module the prime 

number of p.  Where (P =1999). 

 
Alice key: 

201069825420017342372071318209105168150744856972113247217941246143113212165129 

 

Bob key: 

201069825420017342372071318209105168150744856972113247217941246143113212165129 

 

The dimension of the constructed cube in this example will involve only the first byte from the generated key for 

easy calculation, since the designed program can take unlimited number of order n*n. Thus, the dimension of cube 

constructing will be equal to 20. 
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Press any key... 

Cube or square or print either c or s character… 

c 

Enter the dimension… 

Enter the dimension is generated...20 

Enter the lower range: 20 

Enter the upper range: 222 

Enter the period: 5 

Enter the multiplied value: 3 

Magic Cube with Period 

Press any key to construct the cube with six dimensions consequently…  

 

The First Dimension 

425     27       28    422    421     31     32    418    417      35     36    414    413       39      40     410    409       43      44     406 

46     404    403       49      50   400    399      53      54    396   395     57      58     392    391       61      62     388    387       65 

66     384    383       69      70   380    379      73      74    376   375     77      78     372    371       81      82     368    367       85 

365     87      88    362     361     91      92    358    357      95     96   354    353       99    100    350     349     103    104     346 

345   107    108    342     341   111    112    338    337    115   116   334    333     119    120    330     329     123    124     326 

126   324    323    129     130   320    319    133    134    316   315   137    138     312    311    141    142      308    307     145 

146   304    303    149     150   300    299    153    154    296   295   157    158     292    291    161    162      288    287     165 

285   167    168    282     281   171    172    278    277    175  176    274    273     179    180     270    269     183    184     266 

265   187    188    262     261   191    192    258    257    195  196    254    253     199    200     250    249      203   204     246 

206   244    243    209     210   240    239    213    214    236  235    217    218     232    231     221    222      228   227     225 

226   224    223    229     230   220    219    233    234    216  215    237    238     212    211     241    242      208   207     245 

205   247    248    202     201   251    252    198    197    255  256    194    193     259     260    190    189      263   264     186 

185   267    268    182     181   271    272    178    177    275  276    174    173     279     280    170    169      283   284     166 

286   164    163    289     290   160    159    293    294    156  155    297    298     152     151     301   302      148   147     305 

306   144    143    309     310   140    139    313    314    136  135     317    318    132     131     321   322      128   127     325 

125   327    328    122     121   331    332    118    117    335  336     114    113    339     340     110   109       343   344    106 

105   347    348    102     101   351    352       98     97     355 356       94      93    359     360        90     89      363   364      86 

366   84         83    369    370     80      79    373    374       76   75     377    378      72       71      381   382         68    67    385 

386   64         63    389    390     60      59    393    394       56   55     397    398      52       51      401   402         48    47    405 

45    407     408       42      41   411    412      38      37     415  416      34      33    419     420        30      29      423   424     26 

 

Magic Constant =4510               Magic Sum =90200 

 

The Second Dimension 

430    32      33     427    426       36      37    423    422     40      41   419    418       44      45    415     414       48      49   411 

  51   409   408       54      55     405    404      58      59    401   400     62       63     397   396      66       67     393    392     70 

  71   389   388       74      75     385    384      78      79    381   380     82       83     377   376      86       87     373    372     90 

370     92     93     367    366       96      97    363    362    100   101   359     358     104   105    355    354      108    109   351 

350   112   113     347    346     116    117    343    342    120   121   339     338     124   125    335    334      128    129   331 

131   329   328     134    135     325    324    138    139    321   320   142     143     317    316   146    147      313    312   150 

151   309   308     154    155     305    304    158    159    301   300   162     163     297    296   166    167      293    292   170 

290   172  173      287    286     176    177    283    282    180   181   279     278     184   185    275    274      188   189    271 

270   192   193     267    266     196    197    263   262     200   201   259     258     204    205   255    254      208    209   251 

211   249   248     214    215     245    244    218   219     241   240   222     223     237    236   226    227      233    232   230 

231  229    228     234    235     225    224    238   239     221   220   242     243     217    216   246    247      213    212   250 

210  252    253     207    206     256    257    203   202     260   261   199     198     264    265   195    194      268    269   191 

190  272    273     187    186     276    277    183   182     280   281   179     178     284    285   175    174      288    289   171  

291  169    168     294    295     165    164    298   299     161  160    302     303     157    156   306    307      153    152   310 

311  149    148     314    315     145    144    318   319     141  140    322     323     137    136   326    327      133    132   330 

130  332    333     127   126      336     337   123   122     340   341   119     118     344    345   115   114       348    349   111 

110  352    353     107   106      356     357   103   102     360   361     99       98     364    365     95     94       368    369     91 

371    89      88     374   375        85      84    378    379       81    80   382      383      77      76    386  387          73     72   390 

391    69      68     394   395        65      64    398    399       61    60   402      403      57       56   406  407          53     52   410 
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50    412    413       47     46      416     417    43       42     420  421     39        38    424     425     35     34      428      429   31 

 

Magic Constant =4610               Magic Sum =92200 

The Third Dimension 

435   37     38     432    431      41        42    428   427       45     46    424     423    49     50     420     419     53       54       416 

56    414   413      59      60    410      409      63     64     406   405      67       68  402    401      71       72   398     397         75 

76    394   393      79      80    390      389      83     84     386   385      87       88  382    381      91       92   378     377         95 

375    97     98    372    371    101      102    368   367     105   106   364      363  109    110    360     359   113     114       356 

355  117   118    352    351    121      122    348   347     125   126   344      343  129    130    340     339   133     134       336 

136  334   333    139    140    330      329    143   144     326    325  147      148   322   321    151     152   318     317       155 

156  314   313    159    160    310      309    163   164     306    305  167      168   302   301    171     172   298     297       175 

295  177   178    292    291    181      182    288   287    185     186  284      283   189   190    280     279   193     194       276 

275   197  198   272     271    201      202    268   267    205     206  264      263   209   210    260     259   213      214      256 

216   254   253  219     220    250      249    223   224    246     245  227      228   242   241     231    232   238      237      235 

236   234   233  239     240    230      229    243   244    226     225  247      248   222   221     251    252   218      217      255 

215   257   258  212     211    261      262    208   207    265     266  204      203   269   270     200   199    273      274      196 

195   277   278  192     191    281      282    188   187    285     286  184      183   289   290    180    179    293      294      176 

296  174    173  299     300    170     169     303   304    166     165  307      308   162   161     311   312    158      157      315 

316  154    153  319     320    150     149     323   324    146     145  327      328   142   141     331   332    138      137      335 

135  337    338  132     131    341     342     128   127    345     346  124      123   349   350     120   119    353      354      116 

115  357    358  112     111    361     362     108   107    365     366  104      103   369   370     100     99    373       374       96 

376    94      93  379     380      90       89      383  384      86       85   387     388      82     81     391   392     78        77      395 

396    74      73  399     400      70       69      403  404      66       65   407     408      62     61     411   412      58       57      415 

55    417    418    52       51    421    422         48    47    425     426     44        43   429   430        40    39    433      434       36 

 

Magic Constant = 4710               Magic Sum =94200 

The Fourth Dimension 

440     42     43    437    436      46      47      433    432    50     51    429     428      54      55      425     424     58      59     421 

61     419   418      64      65    415    414        68      69  411   410      72        73   407    406          76      77    403   402      80 

81     399   398      84      85    395    394        88      89   391   390     92        93   387    386          96     97     383   382    100 

380  102    103    377    376    106    107      373    372   110   111   369      368  114     115        365  364      118   119    361 

360  122    123    357    356    126    127      353    352   130   131   349      348  134     135        345   344      138  139    341 

141  339    338    144    145    335    334      148    149   331   330   152      153  327      326       156   157      323  322    160 

161  319    318    164    165    315    314      168    169   311   310   172      173  307      306       176   177      303  302    180 

300  182    183    297    296   186     187      293    292   190   191   289      288  194     195        285   284      198  199    281 

280  202    203    277    276   206     207      273    272   210    211  269      268   214    215        265   264      218  219    261 

221  259    258    224    225   255     254      228    229   251    250  232      233   247    246         236   237     243  242    240 

241  239    238    244    245   235     234      248    249   231    230  252      253   227    226         256   257      223  222   260 

220  262    263    217    216   266     267      213    212   270    271   209     208   274    275         205   204      278  279   201 

200  282    283    197    196   286     287      193   192     290   291   189     188   294    295         185   184      298  299   181 

301  179    178     304    305  175     174      308   309     171   170    312    313   167    166         316   317      163  162   320 

321  159    158     324    325  155     154      328   329     151   150    332    333   147    146         336   337      143  142   340 

140  342    343     137    136  346      347     133   132     350   351    129    128   354     355        125   124      358  359   121 

120  362    363     117    116  366      367     113   112     370   371    109    108   374     375        105   104      378  379   101 

381    99      98     384    385    95        94     388   389       91     90     392    393     87      86        396   397         83   82   400 

401    79      78     404    405    75        74     408   409       71     70     412    413     67      66        416   417         63   62   420 

60    422    423       57      56  426      427       53     52      430   431      49       48  434     435         45     44       438  439    41 

 

Magic Constant =4810               Magic Sum =96200 

 

The Fifth Dimension 

445    47     48     442    441      51       52     438    437      55     56     434     433     59      60    430    429      63      64     426 

66    424   423       69      70   420     419        73      74    416   415       77       78   412    411      81       82    408   407       85 

86    404   403       89      90   400     399        93      94    396   395       97       98   392    391    101     102    388    387    105 

385  107   108     382    381   111     112     378     377    115   116     374     373   119    120    370     369    123    124    366 

365  127   128     362    361   131     132     358     357    135   136     354     353   139    140    350     349    143    144    346 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

40 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



146   344  343     149    150   340     339     153     154    336   335     157     158    332    331   161     162     328   327    165 

166   324  323     169    170   320     319     173     174    316   315     177     178    312    311   181     182     308   307    185 

305   187  188     302    301   191     192     298     297    195   196     294     293    199    200   290     289     203   204    286 

285   207  208     282    281   211     212     278     277    215   216     274     273    219    220    270    269     223   224    266 

226   264  263     229    230   260     259     233     234    256   255     237     238    252    251    241    242     248   247    245 

246   244  243     249    250   240     239     253     254    236   235     257     258    232    231    261    262     228   227    265 

225   267  268     222    221   271     272     218     217    275   276     214     213    279    280    210    209     283   284    206 

205   287  288     202    201   291     292     198     197    295   296     194     193    299    300    190    189     303   304    186 

306   184  183     309    310   180     179     313     314    176   175     317     318    172    171    321    322     168   167    325 

326   164  163     329    330   160     159     333     334    156   155     337     338    152    151    341    342     148   147    345 

145   347  348     142    141   351     352     138     137    355   356     134     133    359     360   130    129     363   364    126 

125   367  368     122    121   371     372     118     117    375   376     114     113    379     380   110    109     383   384    106 

386   104  103     389    390   100       99     393     394      96     95     397     398      92       91   401    402       88     87    405 

406     84     83     409   410    80        79     413     414      76     75     417     418      72       71   421     422      68     67    425 

65     427  428        62     61  431      432       58        57   435   436       54        53   439     440     50       49    443   444      46 

 

Magic Constant =4910               Magic Sum =98200 

 

The Sixth Dimension 

445    47     48     442    441     51    52     438    437     55      56     434     433    59      60     430     429       63       64     426 

66    424   423      69       70   420  419       73      74   416     415      77       78  412    411       81        82    408     407       85 

86    404   403      89       90   400  399       93      94   396     395      97       98   392   391     101      102    388     387     105 

385  107   108    382     381   111  112     378    377   115     116    374     373   119   120     370      369    123     124     366 

365  127   128    362     361   131  132     358    357   135     136    354     353   139   140     350      349    143     144     346 

146   344  343    149     150   340  339     153    154   336     335    157     158   332   331     161      162    328     327     165 

166   324  323    169     170   320  319     173    174   316     315    177     178   312   311     181      182    308     307     185 

305   187  188   302      301   191  192     298    297   195     196    294     293   199   200     290      289    203     204     286 

285   207  208   282      281   211  212     278    277   215     216    274     273    219  220     270      269    223     224     266 

226   264  263   229     230    260  259     233    234   256     255    237     238    252  251     241      242    248     247     245 

246   244  243   249     250    240  239     253    254   236     235    257     258    232  231     261      262    228     227     265 

225   267  268   222     221    271  272     218    217   275     276    214      213   279  280     210      209    283     284     206 

205   287  288   202     201    291  292     198    197   295     296    194      193   299   300    190      189    303     304     186 

306  184  183    309     310    180  179      313   314   176     175    317      318    172  171     321     322    168     167     325 

326  164  163    329     330    160  159      333   334   156     155    337      338    152  151     341     342    148     147     345 

145  347  348    142     141    351  352      138   137   355     356    134      133    359   360    130     129    363     364     126 

125  367  368    122     121    371  372      118   117   375     376    114      113    379   380    110     109    383     384     106 

386  104  103    389     390    100    99      393   394     96        95   397      398       92     91   401     402      88        87    405 

406    84    83    409     410      80    79      413   414     76        75   417       418      72     71    421     422     68        67    425 

65    427  428      62       61    431  432        58     57   435      436     54         53    439   440      50       49   443     444       46 

 

Magic Constant =5010               Magic Sum =100200 

 

 Magic Constant of First Dimension is = 4510        Magic Constant of Sixth dimension = 5010 

 The Summation of Magic Constant is = 9520 

 Magic Sum of First Dimension is = 90200             Magic Sum of Sixth dimension = 100200 

The Summation of Magic Sum is = (190400) 

 Magic Constant of Second Dimension is = 4610    Magic Constant of Fifth dimension = 4910 

The Summation of Magic Constant is = 9520 

 Magic Sum of Second Dimension is = 92200        Magic Sum of Fifth dimension = 98200 

The Summation of Magic Sum is = (190400) 

 Magic Constant of Third Dimension is = 4710        Magic Constant of Fourth dimension = 4810 

The Summation of Magic Constant is = 9520 

 Magic Sum of Third Dimension is = 94200             Magic Sum of Fourth dimension = 96200 

The Summation of Magic Sum is= (190400) 

Select the face of Cube Number… 

5 
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The Fifth Dimension is: 

Magic Constant =4910                       Magic Sum =98200 

 The Encryption Process … 

Enter the Plaintext Message 

M= “1988” 

CipherText (C) = M * (K=MS) mod P = 1988 * 98200 mod 1999 = 1259 

The Encrypted message is: 1259 

 

 The Decryption Process … 

Plaintext= C * (K-1 =MS) mod P         = 1988-1 *1259 mod P =1988 

The Decrypted message: 1988 

 

 The Signature Algorithm 

Message Digest 

232  141  208  5  94  232  134  105  155  187  183  127  242  44  193  22  102  97  27  180  74  167  125  209  22  

111  242  38  108  195  60  195  51 55 117 83  59  190  228  73  157  211  62  235  186  171  186  173  213  86  98  

32  6  99  62  230  104  142  228  69  85  90  167  115 

Message abstract for the Message Digest includes also the first byte for easy calculation in tracking and evidence.  

232 

The Signature Process 

Sign=Message digest * Magic Constant mod P 

Sign=232*4910   mod 1999 = 1689 

The Signature is: 1689 

Verify = Sign * Inverse Magic Constant mod P 

Verify = 1689 * 4910-1 mod 1999 = 232 

The Verifying is: 232 

 

Second Method: the second method of this model considers the MS and MC as the two keys K1 & K2 respectively 

(MS=K1, MC=K2) 

Magic Sum =100200 = K1,       Magic Constant =5010= K2.                

 

 The Encryption Process … 

C=K1 * M + K2 mod P. 

=98200 * 1988 +4910 mod 1999 =172. 

 The Decryption Process … 

M=K1-1 (C-K2) mod P. 

570(172 - 4910)  

=98040 – 2798700 =-2700660 mod 1999 

2700649-2700660 = -11 mod 1999= 1988 =M 

 

 The Signature Algorithm 

 Sing Process 

C=K1 * M + K2 mod P. 

=98200 * 232 +4910 mod 1999 =907. 

 

 Verifying Process 

M=K1-1 (C-K2) mod P. 

570(907 - 4910) 

=101430 – 2798700 = -2371990 mod 1999 

-4979   mod 1999= 232 =M 
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X. MOTIVATIONS AND LIMITATIONS FOR PROPOSED PUBLIC KEY 

 

There are several motivations to design the proposed public key model, since most of the public key methods mainly 

depend upon the DLP and IFP and these methods are highly time consuming. The core idea for the proposed model 

concentrates on the design, a fast and strong method that is based on the magic cube mathematical problem, in order 

to guarantee the complete security and invulnerability against the malicious attacks. The complexity of this cipher 

includes that the eavesdroppers should try all possible probabilities of construction the magic cube’ matrices, 

starting from the unknown random value that acts as a starting value for the construction and unknown dimension 

value which needs a lot of estimation and guessing. This scheme allows fast encryption and decryption process in 

addition to the fast signature generation and verification, as well as it enlarges the search space against the brute 

force attack and consequently increases the complexity. There are several negatives and limitations that are 

considered one of the main problems and the limited side in the public-key cryptography which involves how to 

evidence that the asymmetric key is authoritative and it has not altered and changed by another key or by an intruder 

or even an unknown intercepted person. Perhaps the most vulnerable attack on the public key cipher is the man-in-

the-middle attack, in which a third malicious party impersonates the personality of the authorized person by the 

intercepting and modifying the public key. An active adversary in the middle communication manipulates and 

modifies the messages and the implication deceives the two communicated parties [17]. In order to agree on a key 

which is exclusively shared between Alice and Bob, these principals must make sure that the messages they receive 

in a protocol run are indeed from the intended principals. A trusted third party may be used to represent as a 

certificate authority that is verifying from the identity of persons using the authentication system. The public key in 

general terms or asymmetric cryptosystem compared with the symmetric cryptosystem take much more time in the 

established key for encryption and decryption processes since it uses sophisticated mathematical problems in its 

construction. The random choices for some numbers to construct the magic cube whence starting value, difference 

value and the fixed multiplied value to generate the private key give a more resistant against the attacks.  

Unacceptable selections for these random numbers represent a basic restriction and may open the door in front of the 

passive and active attacks. So, one should be careful to ensure that the identity of the parties takes place by using a 

trusted third party or mediated party. Eventually, the main purpose for the extended magic square to magic cube is to 

treat with six parties or terminals on network instead of one using the same field and the same module number 

according to the DH algorithm in order to exchange the secret key. Hence, each face from the cube can be 

represented as an independent terminal. Thus, the main purpose for the generalized magic cube is to create a simple 

method based on the folding concept that constructed the magic cube easily.  The magic cube gives more potential 

for the selection of ciphering key through the generation process as each face or dimension in the magic cube can be 

used as a key generation method for the encryption/ decryption process and the signature algorithm. 

 

XI. ANALYSIS AND EXPERIMENTAL RESULTS 

 

The security of the proposed cipher based on the mixed more than one mathematical problem to apply high margin 

of security. An efficient, secure and fast algorithm employed to applies secure digital communication which is based 

on the hardness of some problems in number theory. The magic square construction also based on various 
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techniques that give more strength to defeats the attacks and increases the probability of resistant in front the 

statistical analysis. The efficiency of a proposed cipher is relied on the time elapsed for encryption/decryption and 

the way it produces different cipher-text from a plaintext. With respect to efficiency, as it well known that the most 

of the public-key cipher suffers from the difficulty of the key generation and the parameters selection for the session 

establishment and the key agreement. The proposed cipher on the software platforms offers a cost effective and 

flexible solution for the key exchange (key agility) and encryption/decryption. The adoption of the magic cube 

mathematical problem could significantly change the nature of public key cryptography and the manner through 

which will be treated, in addition to the behavior and the style of attacks. We have introduced a simple comparison 

among three different public key ciphers in the below as explained in Figure 8. which illustrates the implementation 

of run time in seconds to achieve the encryption and decryption operation for the three messages with different size 

(1000 char, 2000 char, and 3000 char) respectively. Figure 9. represents the running time of the signature and 

verification algorithms for the same message. In this test there is no need to take different messages lengths, because 

the execution time will be based on the message digest of the original message.  

 

 
Figure 8. Encryption and Decryption Chart’s Time for Different Algorithms 

 
 

 
 

Figure 9. Signature and Verification Chart’s Time Conclusions for Different Algorithms 

 

We have shown that the proposed model give a good insight and introduced a smart method in the designing 

processes that paved the way front the new mathematical comprehension which related to the probability of 

dimension for the magic cube construction. Since the search space and the complexity increased dramatically with 

the increasing dimension. The basic idea described in this paper focused on the clue of creates a confidential 
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communication channel with a secret sharing between the communicating parties in the presence of malicious 

adversaries. The magic cube mathematical problem has been exploited and played a vital role in 

encryption/decryption and signing/verifying operations. It gives a remarkable significant speed and reduced the 

costs as well as improves the efficiency and security margin. 

 

XII. CONCLUSION 

 
In the present study we have developed a new model of asymmetric cipher that comprises the improved technique 

for the public key by depending upon the magic square and magic cube techniques. So, the proposed model gives a 

good insight and introduces a smart method in the designing processes that paved the way for the new mathematical 

comprehension which is related to the probability of dimension for the magic square & magic cube construction, 

since the research space and the complexity of magic cube increases dramatically with the increasing dimension. 

The basic idea is focused on the clue of creating a confidential communication channel with a secret sharing 

between the communicating parties in the presence of malicious adversaries. The magic cube mathematical problem 

has been exploited, and it plays a vital role in encryption/decryption and signing/verifying operations with two 

different methods. It gives a remarkable significant speed and reduces costs as well as improvement in the efficiency 

and security margin. The proposed of the folded cube method is considered as the simplest and nearly the fastest 

method to construct the magic cube, since it is based on the folded procedures and the traditional magic square 

methods that can be constructed with any order easily. There is no existence for any real difficulty in the 

construction of any cube with this technique, because it based on the folded process for the magic square methods, 

and does not need a strong mathematical comprehension or experience in the geometrical aspects. 
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Figure 7. The Proposed model  
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ABSTRACT 

Needing well educated and skillful workforce is one of the top items in industrial top priority list. But traditional 
education systems only focus on teaching theoretical knowledge to students which leads to lack of practical 
experience in them. Therefore modern pedagogy came to overcome this problem. Project based learning is one of 
these interactive learning pedagogies which is mostly used in engineering educations all over the world.  In this 
research, we review a case study of executing a project based learning program in Isfahan University of Technology, 
Computer Engineering Department. During this overview, we explain all the steps needed for holding a PjBL 
curriculum with subject of software development. Finally we discuss about evaluation method for Project based 
learning programs. 

Project based Learning, Education Pedagogy, Traditional Pedagogy, Software development, Team setup, Evaluation 

INTRODUCTION 

Due to the economic situation in last decades, and unemployment rate, there is a very high competition between 
workforces to be employed in companies which need well educated and skillful employees. Thus, the role of 
education system in preparing them is extremely bold. In other word, it could be said that “the primary purpose 
of higher education, in all essence, is to prepare students for the workplace” [1]. But traditional educational 
methods only provide theoretical, technical and fundamental knowledge of engineering [2] which are not enough 
for employment; and companies inevitable to expenditure for them to prepare to get the job.  

Because of this weakness in traditional pedagogy, modern education pedagogy was born which is based on 
active learning and encourages students to be active participants learning process [3]. These modern pedagogies 
include "Problem-Based Learning (PBL)", "Cooperative & Collaborative Learning", "Project-Based Learning 
(PjBL)"; 

Problem-Based Learning (PBL) is defined as "the learning which results from the process of working towards 
understanding of, or resolution of a problem" [4]. PBL has been described in medical field since early 1960s [5]. 
The purpose of problem based learning is (1) Acquisition of knowledge that can be retrieved and used in a 
professional setting.  (2) Acquisition of skills to extend and improve one’s own knowledge. (3) Acquisition of 
professional problem-solving skills [6]. It is a learner-centered approach. In this learning process some 
unstructured problems are used as the starting point and anchor [7] 

Cooperative & Collaborative Learning: cooperative learning is highly structured and includes positive 
interdependence (all members must work together to complete a task) as well as individual and group 
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accountability [8]. Collaborative learning needs not be as structured as cooperative learning and may not include 
all of its features. Individual accountability is not a necessary element of collaborative learning [9] 

Project-Based Learning (PjBL) is a teaching method that involves students in learning required ability. Student-
influenced inquiry process structured around complex, authentic questions and carefully designed products and 
tasks [10], [11]. Students' interest, critical thinking skills, relationship ability, and team working skills, were 
improved when they worked on a PjBL activity [12] and surly these skills are unable to be developed by solely 
depending on traditional methods [13]. In other words we can say PjBL means learning through experience [14]. 
It has been proven that through PjBL, students’ generic skills can be improved too [15]. Student can learn time 
and resource management, task and role differentiation, and self-direction, during these projects. [16] 

 PjBL projects are central pedagogy. PjBl is not peripheral to the curriculum. It also focused on questions that 
guides students to face main. PjBL involves students in a beneficial experiment so it is student-driven pedagogy. 
Those projects, which they involved, are realistic, not school-like. [17] Student learning in this method is 
inherently valuable because it's practical and involves some skills such as collaboration and reflection. [14] The 
main objective of PjBL is development and improvement of technical and non-technical skills and it provides real 
engineering practice for students [13]. 

Modern development of computer equipment and information technology (IT) calls for new education and 
adequate training. [18] So we can say PjBL is very important pedagogy for IT and computer engineering high 
level educations.  Based on Gallup organization report, on average, 9 in 10 students siad that study programs 
should include communication skills, teamwork, and learning to learn techniques [19] which are also great factors 
in IT educations. 

Using PjBL in any field of study and in any level of education, may have some difference. In this research we 
are going to establish a method for PjBL in software engineering bachelor education by investigating a case study 
of PjBL in Isfahan University of Technology, computer engineering department. We review this case study and 
during that, we define a method for holding similar curriculums. In each part of this review we explain what is 
needed for running a PjBL program. 

PROJECT-BASED LEARNING PROJECT VS NORMAL PROJECT 

The first part of PjBL is defining a real project. But there are some major differences between project based 
learning software development project doing and normal one, that must completely be understood such as the 
ones listed below: 

· Project manager (teacher) is not only responsible for tasks such as scheduling, resource management 
and etc, but also engaged in educating students and improving their practical skills. From other 
perspective, teacher does not teach students in detail the way of doing things, as they must work in 
group to complete the task given to them. Instead, he guides the students in order to make sure they are 
on the right path. [13] 

· Unlike a normal project, there is not a dedicated role for each member. Each participant plays different 
role in order to have some new experience in that category. Even teacher, as was told before, plays 
different roles like tutor, coach or facilitator. [20] 

· Although in a normal project, project manager is responsible for project success, but in project based 
learning project there is more pressure on him. Indeed he is responsible for each task that is done by 
any of participants. Therefore if he has not enough experience about project subject, failure of the 
project will be certain. In other words theoretical knowledge is not sufficient for the teacher and he 
must have practical experience in that field. [21] 

· In normal project, time is an important factor. So each task must be done in specific time. But in 
project based learning, some tasks will be done several times in different ways so that students discover 
the better way to solve a problem. It is also possible that teacher lets students experience a wrong way, 
and see the result so that they avoid the mistake in similar conditions. On the other hand we can say 
project based learning is an “outlet for every student to experience success” [22] by themselves. 

SETUP A PROGRAM 

To setup a project based learning program, we must define its specification. This program specification has 
been listed in Table 1; Students, who are involved in this program, participated in that as their internships course 
(one of undergraduate lessons in IUT)  

Table 1 : Project base learning program specifications 
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Number of participants 22 students 
Curriculum timing 2007 Summer 
Participant educational degree Undergraduate students 
Field of Study Computer engineering 
Project subject Educational web system 
Programming language ASP .Net (C#) or php 
Database  SQLServer or MySQL 

 
All steps of this program is shown in Figure 1 

 
Figure 1 : Steps of a software project based learning program 

Defining Project 
Project definition is the major part of project based learning program. Research shows that “poor project 

definition is recognized by industry practitioners as one of the leading causes of project failure.” [23]  
Selected project must have special conditions. This project must “have sufficient potential for exploration and 

investigation, allow for the opportunity of problem-solving, collaboration, and cooperation, and provide the 
opportunity of construction.” [24] Also it shouldn't have a specific highly sensitive deadline, but rather an open-
end scheduling. In order to do this, we should look for a taskmaster with high flexibility. So we selected 
"Electronical Education Office (EEO) in Isfahan University of Technology (IUT) IT Center" as our taskmaster 
for this program. 

EEO was responsible for ICDL education program for employers of government organizations. Because of high 
number of these educational programs, they needed a web-based program by which participants could register 
and follow up their educational situations, points and etc. So a project with the subject of "Define a web-based 
Educational Program" was defined as our project for this curriculum. 

Choosing Software Development Environment 
Since the main goal of this program was education of participants, practical experience in web programming, 

without any preference for a specific programming language, choosing a unique environment did not appear to be 
necessary. Thus due to students’ interest, it was decided to use two development environments for the project. 
One with ASP.Net (C#) and SQL Server as database engine, and another with php and MySQL as database engine 
as shown in Table 2. 

Table 2 : Developing Inviroments 
Team Programming Language DBMS 
A ASP.Net C# SQL Server 
B php My SQL 

Team Setup 
The traditional hierarchical model of leadership is outdated. These days flatter industrial models where 

leadership is shared amongst the various individuals in a team, is widely used [25], so defining a team structure 
is a very important task that must be done before curriculum is started. Although the students are mostly unskilled 
but they must define the responsibilities of team members in team setup, and there is some success history of this 
work [26]. Team structure that is defined for this purpose prefers not to be hierarchical as common project teams. 
Breaking down team leadership to flat management model, leads to rotation of leadership and share of power. 
[25] 

In this case study, according to development environment, all participants were divided in two teams based on 
their basic knowledge and interest. Twelve students in group A (ASP.Net C# & SQL Server) and ten students in 
group B (php & MySQL).  

Due to skills and abilities some roles were defined in each group, as shown in Table 3. 

Table 3 : Roles in Groups 
Role Count Descriptions 

Teacher 1 
A Person with teaching and project management experiments in similar projects. He also 
must be experienced in both project development environments. He is responsible for project 
management, scheduling, student guiding and etc.  

Teacher Assistant 1 
A person with teaching and managing students, experiments and technical knowledge in both 
development environments is selected as TA. He is responsible for coordination of teams 
and guiding students during project phases. 

Defining Project

Choosing 
Software 

Development 
Environment

Team Setup Holding 
Workshop System Analyze System Design Implementation System Test
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Role Count Descriptions 

Team Headman 
1 in team A 
1 in Team B 

In each team, a person who has enough ability for managing team and communication with 
team members, and also has technical knowledge about DBMS and programming language 
which are selected for that team, is selected as TH. 

System Analyze 
Headman 

1 
Since analyze and requirement engineering of system is same for both teams, one person is 
sufficient. Usually this role is assigned to teacher assistant who has enough experiment in 
system analyze. 

Database Design Chief 
1 in team A 
1 in Team B 

In each team, the most skillful person in database designing, is selected as DDC. This person 
should have enough ability of designing tables and coding needed store procedures and 
functions in that DBPMS. 

Database Design 
Subteam Members 

2 in team A 
2 in Team B 

These students should have primary familiarity with that DBMS.  They design and 
implement database with the help of DDC. 

Programming Subteam 
Chief 

1 in team A 
1 in Team B 

In each team, the most skillful person in programming with their programming language, is 
selected as PSC. This person should have enough ability in coding with that programming 
language. 

Programming Subteam 
Members 

6 in team A 
5 in Team B 

These students should have basic familiarity with that programming language. They write 
codes of programs with the help of PSC. 

Test Subteam Chief 1 
He must have enough mastery in the whole system functionality. He is responsible for 
designing test scenario. Teacher assistant can act as TSC. 

Test Subteam Members 
1 in team A 
1 in Team B 

They must execute all test cases that are designed by TSC. 

 
Due to the goal of this program, which is teaching practical skills to students, unlike real software development 

teams for software manufacturing, in which each person works in a special field, students who participate in this 
program, have not a fixed role and they may play different roles in various teams. For example in analyze phase 
both team members act as analyze team members to obtain real project analyze experiments. Also since test 
subteam members, cannot start their work before programming subteam members start development, they can be 
involved in programming. 

Like teacher, teacher assistant is not a student, and he has experiment and knowledge about roles that he plays 
during the project. As system analyzer responsible, he is initiator of system analyze. He also is responsible for 
testing system. 

In a project based learning program, teacher acts as project manager. He plays different roles during the project 
development. In addition to the duties of project manager including scheduling, supervise execution, coordinating 
team members and ensuring project success. Another main duty of the teacher, is educating team members. He 
must guide students during each phase of the project, while they perform their duties as well; they also acquire 
needed skills in that field. 

Holding Workshop 
In case that participants do not have enough basic experiment, during an intensive workshop, required basic 

information will be transferred to them. 
In this case study, the majority of participants did not have the basic knowledge for doing this project. Thus we 

held a ten days workshop for teaching basic information about the subject of the project. At the end of this 
workshop, all participants had the basic knowledge for developing web-based programs.  

System Analyze 
The first phase of the project is system analyze. The main purpose of this phase is gathering required information 

and requirement engineering. Although the output of this phase is used as the input for the other phase, its accuracy 
is very important. Therefore, teacher assistant is directly responsible for this phase. 

During this phase, all students involve system analyze. If it is possible to have meeting with stakeholders of the 
project, students can participate in that, but every question about system analyze, especially for people who do 
not have enough knowledge in that field, must be asked under the supervision of system analyze headman or 
teacher because asking basic or irrelevant questions, may cause suspicion of stakeholders. In this situation the 
person who is questioned does not answer them correctly, which finally leads to project failure. So students usually 
attend in meetings as an observer and in few occasions, with assistance of system analyze headman or teacher, 
can ask their questions from stakeholders directly. 

After first meeting with stakeholders, second meeting with students and teacher will be held. In that session, 
teacher plays stakeholders role and answers all questions. Teacher assistant guides students to ask correct 
questions, and asking any question is allowed there. If any question is asked in that session, which teacher cannot 
answer, in the next meeting with stakeholders it will be asked. 

Analyze meetings will continue until system analyze is finished and designing phase can be started. 
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System Design 
In software development project the first step of system designing is database design. Database should be 

designed according to the requirements that achieve in analyze phase. This task, independent of tools, and with 
supervision of teacher and support of teacher assistant will be done. 

In some meeting that all students are present, database designing is completed. Then teacher asks some smart 
question about technical weaknesses of the first design, and students find answers to them and correct database 
design with the help of teacher assistant.  

Program structure design is in progress in parallel by participants. Teacher asks some questions about how this 
design covers all requirements that was derived in previous phase, and students find suitable answers and correct 
initial design with the help of teacher assistant. It may be prepare a prototype of the software interface to explain 
what it is supposed to be achieved better, by each programming subteam chief. 

At end of this phase, database and program design is finalize and confirmed by teacher, and next phase will 
begin. 

Implementation 
Henceforth, each team operations preforms and monitors independently. Each team starts implementation 

according to the design which was prepared in the previous phase. Database design chief, with subteam members 
and under teacher supervision implement database in the associated DBMS. If any problem has occurred, at first 
they ask teacher assistant for help and if problem persisted, they call teacher to resolve that. Finally the complete 
database and its related functions are implemented and some unreal data will be inserted into it for testing purpose. 

Coding operations are also performed in parallel, under supervision of teacher and supporting of teacher 
assistant, based on the design which was achieved in the previous phase. In case of difficulty, students can call 
teacher assistant and also teacher for help. 

System Test 
After start of coding, testing operations will begin. Testing operations will be performed for each implemented 

module and the whole system. Designing test scenario will be done by test subteam chief (who is teacher assistant) 
with cooperation of test subteam members. 

After defining each scenario, execution operation will begin by test subteam members. If any error is found, 
error list is sent to programming subteam to be addressed. If needed, teacher assistant provides necessary 
recommendations for fixing them and avoiding recurrence of similar errors. 

After finishing implementation of final system, test will be executed under direct supervision of teacher to 
ensure that no problem is ignored. 

EVALUATION 

At the end of the project based learning program, we must have an evaluation to measure the success rate. 
Project based learning program success factors include: 

· Project success 
· Student practical skills improvement 

By measuring the above criteria we prove that our case study is completely successful. 

Project success 
Since the final artifacts demonstrate the capability of students that participate in this curriculum, we can use it 

to determine the degree of program success. On the other hand we can say that project success or failure, is the 
first indicator that shows us if our education program has been successful or not. For project success we need a 
team with necessary experience in each project team. But students who participate in this program, usually do not 
have the basic skills for doing a real project. So if teacher (as project manager) can finish the project successfully 
with such inexperienced people, this means success of the curriculum, because participants can obtain necessary 
skills to do a real project. 

In this case study, both projects which were developed by students were completely successful. And finally the 
project that was developed in .Net environment was deployed for Electronical Education Office and they started 
using that program for managing registration of applicants for ICDL classes from the next fall semester. 

Students’ progress 
Students who are included in this program shall move from novices to experts in the domain of knowledge. [27] 

So the other criteria that helps us to measure the curriculum success rate, direct student questioning about 
improvement of their practical skills, which called self-evaluations. [25] This evaluation method enables students 
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to focus on their learning process and allows them to see their progress. [28]  Self-evaluation gives students a 
sense of accomplishment and further instills responsibility for learning [29] 

It is obvious that their improvement rate is different according to their first skill levels. For example coding 
skills improvement for a student who has not any coding experience, is more than a student who has initial 
experience in that. 

For this kind of evaluation usually we can ask a question with five possible answer (point 1 to 5) which 
determine their progress in curriculum. [30] In this case study, we inquire participants about improvement of 

their practical skills. The average point of this evaluation is 4.55 from 5. The result of this is shown in  

Table 4, which ensures the success in improvement of student's practical skills, certificated by themselves. 
 

Table 4 : Participants inquiry result about improvement in their skills 
Bad Not enough Good Very good Excellent 
0 % 0 % 9% 27 % 64% 

CONCLUSION 

Like other curriculum, project based learning program needs well planning. Project type influences project 
based learning program planning. For software development project based learning program we have these steps: 

· Project definition: project definition is a very important part of curriculum. The project which is 
selected for a project based learning program must have special conditions: It should have enough 
potential to provide an opportunity for participants to increase their practical skills in that subject. 
Certainly because of its educational nature of this program, the project must not have a critical 
deadline; therefore it should have a very flexible company as its taskmaster who hasn’t a very fixed 
scheduling for delivering of the project. 

· Choosing software development environment: If the company is flexible enough and has not any term 
to use a specific development environment, we need to select a suitable development environment to 
develop the project. We must select a popular development environment to improve practical ability of 
students in that.  And if it is possible, we can use more than one environment to develop the project. 

· Setting up a team: The most sensitive work in project based learning program is setting up a team. 
According to the type of project, the team definition is different. For a software development project, a 
team includes these members: 

o Teacher as project manager who is responsible for educating students and project success. 

o Teacher assistant for helping teacher in educating students and doing the project. 

o Team headman is one of participants with higher level of knowledge in that category. 

o System Analyze Headman who is responsible for system analyzes and usually is the teacher 
assistant. 

o Database design subteam members who are responsible for database design. The subteam 
chief is a student who has enough knowledge about designing a database in the DBMS.  

o Programming subteam members who are responsible for codding project. The subteam chief 
is a student who has some experience in codding with the program language. 

o Test subteam members who are responsible for testing program. The subteam chief is a 
student who is the most skillful student of the team in the development environment and 
system analyze. 

· Holding a workshop: Typically, participants do not have basic knowledge about the project subject. 
Thus it is essential to hold a workshop and teach them some necessary basic information before starting 
the project. 

· System analyze: The first and the most important phase of software developing project is analyze. In 
project based learning analyze phase is a little different. It is directly managed by teacher and teacher 
assistant and student mostly acts as observer in stakeholder meeting. And there would be some 
simulation analyze meetings which teacher plays stakeholder roles and students can ask questions. 
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· System design: In this part, role of students is more bolded. They design system according to the data 
from the previous phase with teacher assistant support under teacher supervision. 

· Implementation: In this phase students are really involved because they are going to prepare the most 
important project artifact which is coding of the program.  They implement the software according to 
the design data from previous phase, in compliance with standards and patterns that teacher defines for 
them. 

· System test: The last phase of software development in project based learning is test phase. (note 
deployment and support could be ignored in this curriculum). In this phase which is started a little bit 
after beginning of implementation phase, students test each module of the project and finally they test 
the whole of project under teacher supervision. 
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Abstract 

Internet become the important media among the people all over the world. All other media depend on internet to gather 

information about the user navigational pattern and uses those information for their development. Web mining is the 

technology used for research carried out in internet. The notion of the research is to recommend the media to publish the 

frequently searched topics as news. The research uses google trends and hot trends data to find out the frequently 

searched topics by the user. An automated system is implemented to crawl items from the google trends and to 

recommend the same to the media. 

Keyword: Internet, Recommendation system, feeds, web mining, Text mining 

I. INTRODUCTION 

Web is a repository of information. People tends web to grow themselves by doing business. Many useful 

research gave a good shape to technology to utilise the web in a proper way for the development of 

society.[1][2] Web mining is the technology used to extract data from the web and provide knowledge from 

it.[3][4] 

 

 

 

 

 

 

 

 
Figure 1 Web and Information recommendation system 

A.Google Trends 

Google trends is one of the service offered by the google Inc. User can compare the volume of searches between 

two or three terms. Google allows user to track of various words and sentences searched through google. It has 

many features like organizing data in a pictorial format and customize the process according to the user needs. 

Google hot trends is the additional feature which give hourly analysis of the search made by the user all over the 
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world, user can filter the analysis by region and genre. Google trends is available as an application for the 

mobile users. User can install through apps store to analyse the trends of the user surfing the internet.[5] 

 

B. Web Crawler 

Web crawler is the intelligent program to crawl the web content automatically from the web. It is also called as 

web spider.[6][7] Search engine uses robot to crawl and index websites in their database. Robot.txt are the file 

used by the website to be crawled by the web robots of search engine. Seeds are the list of URLs visited by the 

crawler.[8][9] These seeds are used to recursively crawl the websites according to the policies stored in the 

search engine or website robot. 

C. Rich Site Summary (RSS) Feed 

Rss feeds are the short form of published information in the web. Millions of websites are work on the web and 

it is very difficult for the user to find the specific web page to get the desired information. Rss feeds are used to 

inter link websites and user can get the desired information through other websites. Xml format Rss feeds are 

available for the websites to publish it on their website.[10[11] 

The objective of the research is to recommend the hot trends searches made by the user to the news media as 

well as display the same in the web portal..[12][13] A survey done by USA Today and the first amendment 

center found that 70% of people distrust the news media and said news media are biased. Sometimes important 

news were unnoticed by the new media and never brought to the society. .[13][14]The notion of the research is 

to find the average volume searches made by the internet users should be published in media..[15][16] 

II. REVIEW OF THE LITERATURE 

Manish sethi and Geetika Gaur proposed a model to recommend news to the user. The work has analysed the 

different models of content based proposal and collaborative suggestion and made a cross over proposal frame 

work as an answer for the issues of news suggestion.[1] 

Kathleen Tsoukalas et.al. have developed a system by implementing a fusion of web log mining technique that 

extracts and recommends frequently accessed terms to readers by utilizing information found in web query 

logs.[2] 

Mariam Adedoyin – olowe et.al. have made a survey on data mining techniques for social network analysis. The 

research discussed different data mining techniques used in mining social networking sites data. The work has 

analysed the features of techniques used for social networking analysis.[3] 

J. Liu et.al. proposed a news recommendation model based on click behaviour of the users. The research is 

based on the past click behaviour of the users. The system uses google news data to display according to the 

user profile. [4] 

Abhinandan Das et.al. have proposed a method of collaborative filtering for generating generalized 

recommendations for users of google news. Their approach is easily adaptable for other applications with 

minimum modifications.[5] 
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D.Billsus and M. Pazzani developed a technique to create a model of the users preference from the user history 

in a classification learning form. They have trained the model using the user like and unlike data.[6] 

Durairaj and muthukumar studied the different proposals and approaches that take users collective intelligence 

and navigation patterns. The research has compared various models used to recommend the news.[7] 

Ujwala H. wanaskar et.al. proposed a method using weighted association rule mining algorithm and text mining. 

The method has produced good results comparing to the existing methods in the field.[8] 

III. METHODOLOGY 

The research uses google trends data for the purpose of news recommendation. The data will be compared with 

the rss feeds extracted from the news media websites.[17][18][19] The data should be pre-processed and 

normalized before the comparison stage. The following figure 2 shows the framework of the research.  

 

Figure 2 Framework of the Recommendation system 

 

The comparison stage will generate the results and send as the recommendation to the news media and the web 

portal. Similar news and the data having good frequency will be discarded because that kind of news could be 

published in the news media. The research will search for the medium frequency data which is not similar with 

the rss feeds of the news media and publish it on web and send as the recommendation to the news media. 

IV. RESULTS AND DISCUSSION 

The word “poverty” is keyed into the google trends topic search text box and for the period “2008 – present” 

was selected and news search is selected to retrieve the news related to the topic. The graph in the following 

figure 3 shows 

the impact 

of the given 

topic for the 

selected 

period. 
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Figure 3 Google Trends graph for the keyword “poverty” 

 

Figure 4 Related search topic for the keyword “poverty” 

The volume of the search increased during the end of year 2011. The interesting point to be noted down in the 

context is the alphabets marked in the graph. The alphabets are news published in the new media. The highest 

volume of search occurred during the end of 2011 but that topic did not published by any of the news media in 

India. The lowest region in the graph is the present period shows two alphabets as the indication of news 

published in the news media. The figure 4 shows the related topic searched during the chosen period and these 

are the vital data could be published as a news in the media. 

 

 

 

 

 

 

Figure 5. Data in the spreadsheet 

The reason could be the impact of technology in the internet. The data for the work were downloaded from the 

google trends as a csv file and imported in the Microsoft excel spreadsheet for the pre-process work. The figure 

5 shows the spreadsheet of the data extracted from the google trends. In the pre-process stage, the meaning less 

data were deleted and normalized for the comparison stage. The rss feed of the different websites were collected 

as a xml file and pre-processed then compared with the trends data. The following figure 4.3 is the one of the rss 

feed collected for the research work. 
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Figure 6.  RSS feed of the Zee news media 

The topic “poverty india” and “poor india” topics are generated as the output from the system. The reason for 

the output is the lowest curve in the year 2015 and the topics were very much dissimilar from the rss feeds. 

Finally the news “NBR Reporter Jason walls said India’s GDP growth rate above china” and recommended to 

the media and published in the web portal. The different keyword fetches different kinds of news and that can be 

easily recommended to the news media. 

V. CONCLUSION 

News recommendation system is the useful method of publishing unnoticed news to the society. Web contains 

lot of data and google trends is the excellent tool to represent the frequent searches made by the users. The rss 

feeds are the short notes of the published news from the news media. The research successfully compared both 

google trends and rss feeds data and generated the topics searched frequently and unnoticed from the media.  
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Abstract--Clustering is one kind of unsupervised learning 

methods. K-mediods is one of the partitioning clustering 

algorithms and it is also a distance based clustering. 

Distance measure is an important component of a 

clustering algorithm to measure the distances between 

data points. In this thesis paper, a comparison between 

Euclidean distance function and Manhattan distance 

function by using K-mediods has been made. To make 

this comparison, an instance of seven objects of a data set 

has been taken. Finally, we will show the simulation 

results in the result section of this paper. 

 
Keywords-- Clustering, K-mediods, Manhattan distance 

function, Euclidean distance function. 

I. INTRODUCTION 

 

Unsupervised learning works on a given set of records 

(e.g. observations or variables) with no attribute and 

organize them into groups, without advance 

knowledge of the definitions of the groups [1]. 

Clustering is one of the most important unsupervised 

learning techniques. Clustering, also known as cluster 

analysis), aims to organize a collection of data items 

into clusters, such that items within a cluster are more 

“similar” to each other than they are to items in the 

other clusters [2]. Clustering methods can be divided 

into two basic types: hierarchical and partition 

clustering [3]. There are many partition-based 

algorithms such as K-Means, K-Mediods and Fuzzy 

C-Means clustering etc. 

 

The k-means method uses centroid to represent the 

cluster and it is sensitive to outliers.  This means, a 

data object with an extremely large value may disrupt 

the distribution of data. K-medoids method overcomes 

this problem by using medoids to represent the cluster 

rather than centroid.  A medoid is the most centrally 

located data object in a cluster [4]. 

 

 

II. THE REASON BEHIND CHOOSING K-

MEDIODS ALGORITHM 

1. K-medoid is more flexible 

First of all, k-medoids can be used with any similarity 

measure. K-means however, may fail to converge - it 

really must only be used with distances that are 

consistent with the mean. So e.g. Absolute Pearson 

Correlation must not be used with k-means, but it 

works well with k-medoids. 

 

2. Robustness of medoid 

Secondly, the medoid as used by k-medoids is roughly 

comparable to the median. It is a more robust estimate 

of a representative point than the mean as used in k-

means. 

 

 

III. K-MEDOIDS ALGORITHM (PAM-

PARTITIONING AROUND MEDOIDS) 

 

Algorithm [4, 6] 

Input 

         K: the number of clusters  

         D: a data set containing n objects 

Output: A set of k clusters. 

 

Method             

 

                                            

 

 

 

 

 

 

 

1. Compute distance (cost) so as to associate each 

data point to its nearest medoid using Manhattan 

distance and/or Euclidean distance. 

2.  for each medoid m  

1. for each non-medoid data point o  

1. Swap m and o and compute the 

total cost of the configuration 

3.  Select the configuration with the lowest cost.  

 

4. Repeat steps 1 to 3 until there is no change in the 

medoid. 
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IV. DEMONSTRATION OF K-MEDOIDS 

 

We will see the clustering of data set with an example 

for k-medoid algorithm using both the Manhattan 

distance and Euclidean distance. 

 

For Instance: Consider a data set of seven objects as 

follows: 

 

Serial 

No 

Variable-1 Variable-2  

1 (X1) 1.0 1.0 

2 (X2) 1.5 2.0 

3 (X3) 3.0 4.0 

4 (X4) 5.0 7.0 

5 (X5) 3.5 5.0 

6 (X6) 4.5 5.0 

7 (X7) 3.5 4.5 

                                    

            Table 1: A data set of seven objects 

The following shows the scatter diagram of the above 

data set.        

                    Figure 1: Distribution of data   

                                               

 

V. USING MANHATTAN DISTANCE 

 

Step 1 

 

Consider the number of clusters is two i.e., k=2 and 

initialize k centers. 

Let us assume c1 = (1, 1) and c2 = (5, 7) 

So here x1 and x4 are selected as medoids. 

Calculate distance so as to associate each data object 

to its nearest medoid. Cost is calculated using 

Manhattan Distance. Costs to the nearest medoid are 

shown bold in the table. 

i C1 Data 

objects 

(Xi) 

Cost (distance) 

2 1.0 1.0 1.5 2.0 |1.0 - 1.5|+|1.0 - 2.0|=1.5 

3 1.0 1.0 3.0 4.0 |1.0 – 3.0|+|1.0 – 4.0|=5.0 

5 1.0 1.0 3.5 5.0 |1.0 – 3.5|+|1.0 – 5.0|=6.5 

6 1.0 1.0 4.5 5.0 |1.0 – 4.5|+|1.0 – 5.0|=7.5 

7 1.0 1.0 3.5 4.5 |1.0 – 3.5|+|1.0 – 4.5|=6.0 

 

i C2 Data 

objects 

(Xi) 

Cost (distance) 

2 5.0 7.0 1.5 2.0 |5.0 - 1.5|+|7.0 - 2.0|=8.5 

3 5.0 7.0 3.0 4.0 |5.0 – 3.0|+|7.0 – 4.0|=5.0 

5 5.0 7.0 3.5 5.0 |5.0 – 3.5|+|7.0 – 5.0|=3.5 

6 5.0 7.0 4.5 5.0 |5.0 – 4.5|+|7.0 – 5.0|=2.5 

7 5.0 7.0 3.5 4.5 |5.0 – 3.5|+|7.0 – 4.5|=4.0 

                               

Since the cost for X2 is not changed. So we can keep 

it in cluster-1. Then the clusters become: 

Cluster-1= {(1, 1), (1.5, 2), (3, 4)} i.e. {X1, X2, X3} 

Cluster-2 = {(5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} i.e. 

{X4, X5, X6, X7} 

Since the points (3.5, 5), (4.5, 5), and (3.5, 4.5) are 

closer to C2, hence they form one cluster and the 

remaining points form another cluster C1. 

So the total cost involved is 16.5. 

Where the cost is calculated by following formula: 

             Cost(X,C)= ∑ | Xi –  Ci |𝑛
𝑖=0   

Where x is any data object, c is the medoid, and n is 

the dimension of the object which in this case is 2. 

Total cost is the summation of the minimum cost of 

data object from its medoid in its cluster so here: 

Total cost= (1.5+5) + (3.5+2.5+4) =16.5 
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Step 2 

Select one of the nonmedoids O′. Let us assume O′ = 

(4.5, 5.0). So now the medoids are C1 (1, 1) and O′ 

(4.5, 5). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects 

(Xi) 

Cost (distance) 

2 1.0 1.0 1.5 2.0 |1.0 - 1.5|+|1.0 - 2.0|=1.5 

3 1.0 1.0 3.0 4.0 |1.0 – 3.0|+|1.0 – 4.0|=5.0 

4 1.0 1.0 5.0 7.0 |1.0 – 5.0|+|1.0 – 7.0|=10 

5 1.0 1.0 3.5 5.0 |1.0 – 3.5|+|1.0 – 5.0|=6.5 

7 1.0 1.0 3.5 4.5 |1.0 – 3.5|+|1.0 – 4.5|=6.0 

 

i O′ Data 

objects 

(Xi) 

Cost (distance) 

2 4.5 5.0 1.5 2.0 |4.5 - 1.5|+|5.0 - 2.0|=6 

3 4.5 5.0 3.0 4.0 |4.5 – 3.0|+|5.0 – 4.0|=2.5 

4 4.5 5.0 5.0 7.0 |4.5 – 5.0|+|5.0 – 7.0|=2.5 

5 4.5 5.0 3.5 5.0 |4.5 – 3.5|+|5.0 – 5.0|=1 

7 4.5 5.0 3.5 4.5 |4.5 – 3.5|+|5.0 – 4.5|=1.5 

From the step 2, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.5 +2.5 + 2.5 +1+1.5= 9 

Cost comparison 

From step 1 and step 2, we get the total cost are 16.5 

and 9 respectively. So cost of swapping medoid from 

C2 to O′ is 

S= Current total cost – Past total cost 

  = 9 – 16.5 

 = -7.5<0 

So moving would be a good idea and the previous 

choice was a bad idea. Now we will try to again to 

certain for the clustering. 

Step 3 

Select another nonmedoid P′. Let us assume P′ = (3.5, 

4.5). So now the medoids are C1 (1, 1) and P′ (3.5, 

4.5). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Cost is calculated using 

Manhattan Distance. Costs to the nearest medoid are 

shown bold in the table. 

i C1 Data 

objects 

(Xi) 

Cost (distance) 

2 1.0 1.0 1.5 2.0 |1.0 - 1.5|+|1.0 - 2.0|=1.5 

3 1.0 1.0 3.0 4.0 |1.0 – 3.0|+|1.0 – 4.0|=5.0 

4 1.0 1.0 5.0 7.0 |1.0 – 5.0|+|1.0 – 7.0|=10 

5 1.0 1.0 3.5 5.0 |1.0 – 3.5|+|1.0 – 5.0|=6.5 

6 1.0 1.0 4.5 5.0 |1.0 – 4.5|+|1.0 – 5.0|=7.5 

 

i P′ Data 

objects 

(Xi) 

Cost (distance) 

2 3.5 4.5 1.5 2.0 |3.5 - 1.5|+|4.5 - 2.0|=4.5 

3 3.5 4.5 3.0 4.0 |3.5 – 3.0|+|4.5 – 4.0|=1.0 

4 3.5 4.5 5.0 7.0 |3.5 – 5.0|+|4.5 – 7.0|=4.0 

5 3.5 4.5 3.5 5.0 |3.5 – 3.5|+|4.5 – 5.0|=0.5 

6 3.5 4.5 4.5 5.0 |3.5 – 4.5|+|4.5 – 5.0|=1.5 

From the step 3, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.5 + 1.0 + 4.0 + 0.5 + 1.5= 8.5 

Cost comparison 

From step 2 and step 3, we get the total cost are 9.0 

and 8.5 respectively. So cost of swapping medoid 

from O′ to P′ is 

S= Current total cost – Past total cost 

  = 8.5 – 9.0 
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 = -0.5<0 

So moving would be a good idea.  

Step 4 

Select another nonmedoid Q′. Let us assume Q′ = 

(3.5, 5.0). So now the medoids are C1 (1, 1) and Q′ 

(3.5, 5.0). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects 

(Xi) 

Cost (distance) 

2 1.0 1.0 1.5 2.0 |1.0 - 1.5|+|1.0 - 2.0|=1.5 

3 1.0 1.0 3.0 4.0 |1.0 – 3.0|+|1.0 – 4.0|=5.0 

4 1.0 1.0 5.0 7.0 |1.0 – 5.0|+|1.0 – 7.0|=10 

6 1.0 1.0 4.5 5.0 |1.0 – 4.5|+|1.0 – 5.0|=7.5 

7 1.0 1.0 3.5 4.5 |1.0 – 3.5|+|1.0 – 4.5|=6.0 

 

i Q′ Data 

objects 

(Xi) 

Cost (distance) 

2 3.5 5.0 1.5 2.0 |3.5 - 1.5|+|5.0 - 2.0|=5.0 

3 3.5 5.0 3.0 4.0 |3.5 – 3.0|+|5.0 – 4.0|=1.5 

4 3.5 5.0 5.0 7.0 |3.5 – 5.0|+|5.0 – 7.0|=3.5 

6 3.5 5.0 4.5 5.0 |3.5 – 4.5|+|5.0 – 5.0|=1.0 

7 3.5 5.0 3.5 4.5 |3.5 – 3.5|+|5.0 – 4.5|=0.5 

From the step 4, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.5 + 1.5 + 3.5 + 1.0 + 0.5= 8.0 

Cost comparison 

From step 3 and step 4, we get the total cost are 8.5 

and 8.0 respectively. So cost of swapping medoid 

from P′ to Q′ is 

S= Current total cost – Past total cost 

  = 8.0 – 8.5 

 = -0.5<0 

So moving would be a good idea. 

Step 5 

Select another nonmedoid R′. Let us assume R′ = 

(3.0, 4.0). So now the medoids are C1 (1, 1) and R′ 

(3.0, 4.0). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects 

(Xi) 

Cost (distance) 

2 1.0 1.0 1.5 2.0 |1.0 - 1.5|+|1.0 - 2.0|=1.5 

4 1.0 1.0 5.0 7.0 |1.0 – 5.0|+|1.0 – 7.0|=10 

5 1.0 1.0 3.5 5.0 |1.0 – 3.5|+|1.0 – 5.0|=6.5 

6 1.0 1.0 4.5 5.0 |1.0 – 4.5|+|1.0 – 5.0|=7.5 

7 1.0 1.0 3.5 4.5 |1.0 – 3.5|+|1.0 – 4.5|=6.0 

 

i R′ Data 

objects 

(Xi) 

Cost (distance) 

2 3.0 4.0 1.5 2.0 |3.0 - 1.5|+|4.0 - 2.0|=3.5 

4 3.0 4.0 5.0 7.0 |3.0 – 5.0|+|4.0 – 7.0|=5.0 

5 3.0 4.0 3.5 5.0 |3.0 – 3.5|+|4.0 – 5.0|=1.5 

6 3.0 4.0 4.5 5.0 |3.0 – 4.5|+|4.0 – 5.0|=2.5 

7 3.0 4.0 3.5 4.5 |3.0 – 3.5|+|4.0 – 4.5|=1.0 

From the step 5, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.5 + 5.0 + 1.5 + 2.5 + 1.0= 11.5   

Cost comparison 

From step 4 and step 5 we get the total cost are 8.0 

and 11.5 respectively. So cost of swapping medoid 

from Q′ to R′ is 

S= Current total cost – Past total cost 

  = 11.5 – 8.0 
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 = 3.5>0 

So moving would be a bad idea and the previous 

choice was a good idea.  

Step 6 

Select another nonmedoid S′. Let us assume S′ = (1.5, 

2.0). So now the medoids are C1 (1, 1) and S′ (1.5, 

2.0). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table.    

i C1 Data 

objects 

(Xi) 

Cost (distance) 

3 1.0 1.0 3.0 4.0 |1.0 – 3.0|+|1.0 – 4.0|=5.0 

4 1.0 1.0 5.0 7.0 |1.0 – 5.0|+|1.0 – 7.0|=10 

5 1.0 1.0 3.5 5.0 |1.0 – 3.5|+|1.0 – 5.0|=6.5 

6 1.0 1.0 4.5 5.0 |1.0 – 4.5|+|1.0 – 5.0|=7.5 

7 1.0 1.0 3.5 4.5 |1.0 – 3.5|+|1.0 – 4.5|=6.0 

 

i S′ Data 

objects 

(Xi) 

Cost (distance) 

3 1.5 2.0 3.0 4.0 |1.5– 3.0|+|2.0– 4.0|=3.5 

4 1.5 2.0 5.0 7.0 |1.5– 5.0|+|2.0– 7.0|=8.5 

5 1.5 2.0 3.5 5.0 |1.5– 3.5|+|2.0– 5.0|=4.5 

6 1.5 2.0 4.5 5.0 |1.5– 4.5|+|2.0– 5.0|=6.0 

7 1.5 2.0 3.5 4.5 |1.5– 3.5|+|2.0– 4.5|=4.0 

                        

From the step 6, we get the following clusters: 

Cluster-1= {(1, 1)} i.e. {X1} 

Cluster-2 = {(1.5, 2), (3, 4), (5, 7), (3.5, 5), (4.5, 5), 

(3.5, 4.5)} i.e. {X2, X3, X4, X5, X6, X7} 

The total cost= 3.5 + 8.5 + 4.5 + 6.0 + 4.0= 26.5  

Cost comparison 

From step 4 and step 6 we get the total cost are 8.0 

and 26.5 respectively. So cost of swapping medoid 

from Q′ to S′ is 

S= Current total cost – Past total cost 

  = 26.5 – 8.0 

 = 18.5 > 0 

So moving would be a bad idea and the  choice in 

step 4 was a good idea. So the configuration does not 

change after step 4 and algorithm terminates here (i.e. 

there is no change in the medoids- the medoids are X1 

and X5). 

VI. USING EUCLIDEAN DISTANCE 

 

Step 1 

 

Consider the number of clusters is two i.e., k=2 and 

initialize k centers. 

Let us assume c1 = (1, 1) and c2 = (5, 7) 

So here x1 and x4 are selected as medoids. 

Calculate distance so as to associate each data object 

to its nearest medoid. Cost is calculated using 

Euclidean Distance. Costs to the nearest medoid are 

shown bold in the table. 

i C1 Data 

objects   

(Xi) 

 Cost (distance) 

2 1.

0 

1.0 1.5 2.

0 
√|1.0 − 1.5|2 + |1.0 − 2.0|2

= 𝟏. 𝟏𝟏𝟖 

3 1.

0 

1.0 3.0 4.

0 
√|1.0 − 3.0|2 + |1.0 − 4.0|2

= 𝟑. 𝟔𝟎𝟔 

5 1.

0 

1.0 3.5 5.

0 
√|1.0 − 3.5|2 + |1.0 − 5.0|2

= 4.717 

6 1.

0 

1.0 4.5 5.

0 
√|1.0 − 4.5|2 + |1.0 − 5.0|2

= 5.315 

7 1.

0 

1.0 3.5 4.

5 
√|1.0 − 3.5|2 + |1.0 − 4.5|2

= 4.301 

 

 

 

i C2 Data 

objects 

(Xi) 

Cost (distance) 

2 5.0 7.0 1.5 2.0 √|5.0 − 1.5|2 + |7.0 − 2.0|2

= 6.103 

3 5.0 7.0 3.0 4.0 √|5.0 − 3.0|2 + |7.0 − 4.0|2

= 𝟑. 𝟔𝟎𝟔 

5 5.0 7.0 3.5 5.0 √|5.0 − 3.5|2 + |7.0 − 5.0|2

= 𝟐. 𝟓 
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6 5.0 7.0 4.5 5.0 √|5.0 − 4.5|2 + |7.0 − 5.0|2

= 𝟐. 𝟎𝟔𝟐 

7 5.0 7.0 3.5 4.5 √|5.0 − 3.5|2 + |7.0 − 4.5|2

= 𝟐. 𝟗𝟏𝟓 

Since the cost for X2 is not changed. So we can keep it 

in cluster-1. Then the clusters become: 

Cluster-1= {(1, 1), (1.5, 2), (3, 4)} i.e. {X1, X2, X3} 

Cluster-2 = {(5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} i.e. 

{X4, X5, X6, X7} 

Since the points (3.5, 5), (4.5, 5), and (3.5, 4.5) are 

closer to C2, hence they form one cluster and the 

remaining points form another cluster C1. 

Total cost is the summation of the minimum cost of 

data object from its medoid in its cluster so here: 

Total cost= (1.118+3.606) + (2.5+2.062+2.915) 

=12.201 

Step 2 

Select one of the nonmedoids O′. Let us assume O′ = 

(4.5, 5.0). So now the medoids are C1 (1, 1) and O′ 

(4.5, 5). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects   

(Xi) 

       Cost (distance) 

2 1.0 1.0 1.5 2.

0 
√|1.0 − 1.5|2 + |1.0 − 2.0|2

= 𝟏. 𝟏𝟏𝟖 

3 1.0 1.0 3.0 4.

0 
√|1.0 − 3.0|2 + |1.0 − 4.0|2

= 3.606 

4 1.0 1.0 5.0 7.

0 
√|1.0 − 5.0|2 + |1.0 − 7.0|2

= 7.211 

5 1.0 1.0 3.5 5.

0 
√|1.0 − 3.5|2 + |1.0 − 5.0|2

= 4.717 

7 1.0 1.0 3.5 4.

5 
√|1.0 − 3.5|2 + |1.0 − 4.5|2

= 4.301 

 

i O′ Data 

objects 

(Xi) 

Cost (distance)  

2 4.5 5.0 1.5 2.0 √|4.5 − 1.5|2 + |5.0 − 2.0|2

= 4.243 

3 4.5 5.0 3.0 4.0 √|4.5 − 3.0|2 + |5.0 − 4.0|2

= 𝟏. 𝟖𝟎𝟑 

4 1.0 1.0 5.0 7.0 √|4.5 − 5.0|2 + |5.0 − 7.0|2

= 𝟐. 𝟎𝟔𝟐 

5 4.5 5.0 3.5 5.0 √|4.5 − 3.5|2 + |5.0 − 5.0|2

= 𝟏. 𝟎 

7 4.5 5.0 3.5 4.5 √|4.5 − 3.5|2 + |5.0 − 4.5|2

= 𝟏. 𝟏𝟏𝟖 

From the step 2, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.118 +1.803 + 2.062 +1.0+1.118= 

7.101 

Cost comparison 

From step 1 and step 2, we get the total cost are 

12.201 and 7.101 respectively. So cost of swapping 

medoid from C2 to O′ is 

S= Current total cost – Past total cost 

  = 7.101 – 12.201 

 = -5.1<0 

So moving would be a good idea and the previous 

choice was a bad idea. Now we will try to again to 

certain for the clustering. 

Step 3 

Select another nonmedoid P′. Let us assume P′ = (3.5, 

4.5). So now the medoids are C1 (1, 1) and P′ (3.5, 

4.5). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects   

(Xi) 

             Cost (distance) 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

66 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

2 1.0 1.0 1.5 2.

0 
√|1.0 − 1.5|2 + |1.0 − 2.0|2

= 𝟏. 𝟏𝟏𝟖 

3 1.0 1.0 3.0 4.

0 
√|1.0 − 3.0|2 + |1.0 − 4.0|2

= 3.606 

4 1.0 1.0 5.0 7.

0 
√|1.0 − 5.0|2 + |1.0 − 7.0|2

= 7.211 

5 1.0 1.0 3.5 5.

0 
√|1.0 − 3.5|2 + |1.0 − 5.0|2

= 4.717 

6 1.0 1.0 4.5 5.

0 
√|1.0 − 4.5|2 + |1.0 − 5.0|2

= 5.315 

 

i P′ Data 

objects 

(Xi) 

Cost (distance)  

2 3.5 4.5 1.5 2.0 √|3.5 − 1.5|2 + |4.5 − 2.0|2

= 3.202 

3 3.5 4.5 3.0 4.0 √|3.5 − 3.0|2 + |4.5 − 4.0|2

= 𝟎. 𝟕𝟎𝟕 

4 3.5 4.5 5.0 7.0 √|3.5 − 5.0|2 + |4.5 − 7.0|2

= 𝟐. 𝟗𝟏𝟓 

5 3.5 4.5 3.5 5.0 √|3.5 − 3.5|2 + |4.5 − 5.0|2

= 𝟎. 𝟓 

6 3.5 4.5 4.5 5.0 √|3.5 − 4.5|2 + |4.5 − 5.0|2

= 𝟏. 𝟏𝟏𝟖 

From the step 3, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.118 +0.707 + 2.915 +0.5+1.118= 

6.358 

Cost comparison 

From step 2 and step 3, we get the total cost are 7.101 

and 6.358 respectively. So cost of swapping medoid 

from O′ to P ′is 

S= Current total cost – Past total cost 

  = 6.358 – 7.101 

 = -0.743<0 

So moving would be a good idea. 

Step 4 

Select another nonmedoid Q′. Let us assume Q′ = 

(3.5, 5). So now the medoids are C1 (1, 1) and Q′ 

(3.5, 5). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects   

(Xi) 

             Cost (distance) 

2 1.0 1.0 1.5 2.

0 
√|1.0 − 1.5|2 + |1.0 − 2.0|2

= 𝟏. 𝟏𝟏𝟖 

3 1.0 1.0 3.0 4.

0 
√|1.0 − 3.0|2 + |1.0 − 4.0|2

= 3.606 

4 1.0 1.0 5.0 7.

0 
√|1.0 − 5.0|2 + |1.0 − 7.0|2

= 7.211 

6 1.0 1.0 4.5 5.

0 
√|1.0 − 4.5|2 + |1.0 − 5.0|2

= 5.315 

7 1.0 1.0 3.5 4.

5 
√|1.0 − 3.5|2 + |1.0 − 4.5|2

= 4.301 

 

i Q′ Data 

objects 

(Xi) 

Cost (distance)  

2 3.5 5.0 1.5 2.

0 
√|3.5 − 1.5|2 + |5.0 − 2.0|2

= 3.606 

3 3.5 5.0 3.0 4.

0 
√|3.5 − 3.0|2 + |5.0 − 4.0|2

= 𝟏. 𝟏𝟏𝟖 

4 3.5 5.0 5.0 7.

0 
√|3.5 − 5.0|2 + |5.0 − 7.0|2

= 𝟐. 𝟓𝟎 

6 3.5 5.0 4.5 5.

0 
√|3.5 − 4.5|2 + |5.0 − 5.0|2

= 𝟏. 𝟎𝟎 

7 3.5 5.0 3.5 4.

5 
√|3.5 − 3.5|2 + |5.0 − 4.5|2

= 𝟎. 𝟓𝟎 

From the step 4, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.118 +1.118 + 2.5 +1.0+0.5= 6.236 

Cost comparison 

From step 3 and step 4, we get the total cost are 6.358 

and 6.236 respectively. So cost of swapping medoid 

from P′ to Q ′is 
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S= Current total cost – Past total cost 

  = 6.236 – 6.358 

 = -0.122<0 

So moving would be a good idea.  

Step 5 

Select another nonmedoid R′. Let us assume R′ = 

(3.0, 4.0). So now the medoids are C1 (1, 1) and R′ 

(3.0, 4.0). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects   

(Xi) 

             Cost (distance) 

2 1.0 1.0 1.5 2.0 √|1.0 − 1.5|2 + |1.0 − 2.0|2

= 𝟏. 𝟏𝟏𝟖 

4 1.0 1.0 5.0 7.0 √|1.0 − 5.0|2 + |1.0 − 7.0|2

= 7.211 

5 1.0 1.0 3.5 5.0 √|1.0 − 3.5|2 + |1.0 − 5.0|2

= 4.717 

6 1.0 1.0 4.5 5.0 √|1.0 − 4.5|2 + |1.0 − 5.0|2

= 5.315 

7 1.0 1.0 3.5 4.5 √|1.0 − 3.5|2 + |1.0 − 4.5|2

= 4.301 

 

i R′ Data 

objects 

(Xi) 

Cost (distance)  

2 3.0 4.0 1.5 2.0 √|3.0 − 1.5|2 + |4.0 − 2.0|2

= 2.5 

4 3.0 4.0 5.0 7.0 √|3.0 − 5.0|2 + |4.0 − 7.0|2

= 𝟑. 𝟔𝟎𝟔 

5 3.0 4.0 3.5 5.0 √|3.0 − 3.5|2 + |4.0 − 5.0|2

= 𝟏. 𝟏𝟏𝟖 

6 3.0 4.0 4.5 5.0 √|3.0 − 4.5|2 + |4.0 − 5.0|2

= 𝟏. 𝟖𝟎𝟑 

7 3.0 4.0 3.5 4.5 √|3.0 − 3.5|2 + |4.0 − 4.5|2

= 𝟎. 𝟕𝟎𝟕 

From the step 5, we get the following clusters: 

Cluster-1= {(1, 1), (1.5, 2)} i.e. {X1, X2} 

Cluster-2 = {(3, 4), (5, 7), (3.5, 5), (4.5, 5), (3.5, 4.5)} 

i.e. {X3, X4, X5, X6, X7} 

The total cost= 1.118 +3.606 + 1.118 +1.803+0.707= 

8.352 

Cost comparison 

From step 4 and step 5 we get the total cost are 6.236 

and 8.352 respectively. So cost of swapping medoid 

from Q′ to R′ is 

S= Current total cost – Past total cost 

  = 8.352 – 6.236 

 = 2.116>0 

So moving would be a bad idea and the previous 

choice was a good idea.  

Step 6 

Select another nonmedoid S′. Let us assume S′ = (1.5, 

2.0). So now the medoids are C1 (1, 1) and S′ (1.5, 

2.0). 

Again, calculate distance so as to associate each data 

object to its nearest medoid. Costs to the nearest 

medoid are shown bold in the table. 

i C1 Data 

objects   

(Xi) 

             Cost (distance) 

3 1.0 1.

0 

3.

0 

4.

0 
√|1.0 − 3.0|2 + |1.0 − 4.0|2

= 3.606 

4 1.0 1.

0 

5.

0 

7.

0 
√|1.0 − 5.0|2 + |1.0 − 7.0|2

= 7.211 

5 1.0 1.

0 

3.

5 

5.

0 
√|1.0 − 3.5|2 + |1.0 − 5.0|2

= 4.717 

6 1.0 1.

0 

4.

5 

5.

0 
√|1.0 − 4.5|2 + |1.0 − 5.0|2

= 5.315 

7 1.0 1.

0 

3.

5 

4.

5 
√|1.0 − 3.5|2 + |1.0 − 4.5|2

= 4.301 

 

i S′ Data 

objects 

(Xi) 

Cost (distance)  

3 1.

5 

2.

0 

3.

0 

4.0 √|1.5 − 3.0|2 + |2.0 − 4.0|2

= 𝟐. 𝟓𝟎 
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4 1.

5 

2.

0 

5.

0 

7.0 √|1.5 − 5.0|2 + |2.0 − 7.0|2

= 𝟔. 𝟏𝟎𝟑 

5 1.

5 

2.

0 

3.

5 

5.0 √|1.5 − 3.5|2 + |2.0 − 5.0|2

= 𝟑. 𝟔𝟎𝟔 

6 1.

5 

2.

0 

4.

5 

5.0 √|1.5 − 4.5|2 + |2.0 − 5.0|2

= 𝟒. 𝟐𝟒𝟑 

7 1.

5 

2.

0 

3.

5 

4.5 √|1.5 − 3.5|2 + |2.0 − 4.5|2

= 𝟑. 𝟐𝟎𝟐 

From the step 6, we get the following clusters: 

Cluster-1= {(1, 1)} i.e. {X1} 

Cluster-2 = {(1.5, 2), (3, 4), (5, 7), (3.5, 5), (4.5, 5), 

(3.5, 4.5)} i.e. {X2, X3, X4, X5, X6, X7} 

The total cost= 2.5 +6.103+ 3.606 +4.243+3.202= 

19.654 

Cost comparison 

From step 4 and step 6 we get the total cost are 6.236 

and 19.654 respectively. So cost of swapping medoid 

from Q′ to S′ is 

S= Current total cost – Past total cost 

  = 19.654 – 6.234 

 = 13.42 > 0 

So moving would be a bad idea and the  choice in 

step 4 was a good idea. So the configuration does not 

change after step 4 and algorithm terminates here (i.e. 

there is no change in the medoids- the medoids are X1 

and X5.

 

VII. COMPARISON RESULTS OF MANHATTAN AND EUCLIDEAN DISTANCE FUNCTION 

From the both methods we have seen that the set of clusters are the same and the centroids are X1 and X5. 

The following figure is the final graphical diagram for our example that is shown in both steps 4. 

 

Figure 2: Graphical Diagram of the resultant clustering. 
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The following figure is the cost function bar-chart diagram for both Manhattan and Euclidean distance. 

 

                                                Figure 3: Cost function diagram 

We have seen that from the above cost function diagram, the total cost in each step for Euclidean distance is less than 

the total cost for Manhattan distance. For instance, the total cost in step 1 for Euclidean distance is 12.201 whereas 

the total cost in the same step for Manhattan distance is 16.5. 

CONCLUSION AND FUTURE WORKS 

Both Manhattan distance function and Euclidean 

distance function can be used to cluster of data set for 

the k-medoid. The Manhattan distance is based on 

absolute value distance, as opposed to squared error 

(Euclidean) distance. In practice, you should get 

similar results most of the time. Although absolute 

value distance should give more robust results, 

Euclidean distance function is very effective for small 

amounts of quality data, and thus favor squared error 

methods with their greater efficiency. 

From the comparison result we can deduce that, 

Euclidean distance function is really effective for a 

small set of data. In this paper, we have also seen that, 

the cost function of each step our given example for 

the k-medoid method using Euclidean distance 

function is relatively less than the cost function of 

corresponding step using Manhattan distance function. 

In future, I will work on big data set to cluster 

effectively. 
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Abstract—Most of the fingerprint matching systems use the 

minutiae-based algorithms with a matching of ridge patterns. 

These fingerprint matching systems consider ridge activity in 

the vicinity of minutiae points, which has poorly 

recorded/captured exemplary prints (information). The 

MapReduce technique is enough to identify a required 

fingerprint from the database. In the MapReduce process, 

minutiae of the latent fingerprint data used as keys to the 

reference fingerprint database. The latent prints are analyzed 

using Bezier ridge descriptors to enhance the matching of 

partial latent against reference fingerprints. We implemented 

the MapReduce process to select a required document from a 

stream of documents using MapReduce package. MapReduce 

model uses parallel processing to generate results. However, it 

does not have the capability of using Graphics processing units 

(GPU) to execute faster than CPU-based system. In this 

research, we proposed a Python based Anaconda Accelerate 

system that uses GPU architecture to respond faster than 

MapReduce. 

Key words: fingerprint, minutiae points, MapReduce, Bezier 

ridge, GPU-based architecture; 

I. INTRODUCTION 

Fingerprints help to identify individuals from the 

unique pattern of whorls and lines. The research concludes 

that no two individuals (even the twins) have the same 

fingerprint. The fingerprints do not change one year after the 

birth of a person. Therefore, the fingerprints are part of the 

biological data acquisition to identify an individual. The 

issue raises a new challenge in storing, handling and 

analysis at the rate it is generated today. Common usage like 

analysis, comparing, transferring files, and processing is 

slow and computationally expensive due to the size of the 

database at any individual workstation. The analysis of 

fingerprints requires comparison of several features of the 

fingerprint patterns that include characteristics of ridges and 

minutia points. Since the amount of fingerprint data is 

unstructured or semi-structured and increasing 

exponentially, we need to look for a different solution. The 

new solution is Hadoop distributed file systems.  

Big data is a popular term used for structured, 

unstructured, and semi-structured large volume of data. 

Analysis of such data is helpful in business, government and 

semi-government in operational efficiencies, decision 

making, reduced risk, and cost reductions. Big data is 

measured in volume, velocity, and variety. The volume 

includes the unstructured streaming of social media data, 

internet data, e-commerce data, and Government data. The 

unprecedented speed (velocity) of this volume data must be 

dealt promptly is a challenging job. These data sets have a 

variety of formats includes text documents, emails, video, 

audio, stock data, and financial transactions.  

Working with big data does not mean the acquiring of a 

large amount of data. It is the work you plan to design the 

unstructured or semi-structured data. The plan is to analyze 

the data to minimize the cost, real-time response or speed of 

returning the results, quick decision making, and 

optimization techniques. The examples of improving the 

performances are: 

 use the new technology to return the real-time response 

and save dollar amount 

 optimize the routes to deliver the goods, analyze the 

stocks and maximize the profit 

 increase the sales based on customer’s past purchases 

 calculate the risks and protect the business, identify the 

important customers in related business and 

 use the artificial intelligence techniques or use the data 

mining techniques to improve the business. 

The big data analytics considers various types of data to 

uncover the hidden patterns, unknown correlations, 

customer preferences, market trends, revenue opportunities 

and advantageous to respective organizations. Big data 

strategy can help to pull all related data into a single system 

to identify the patterns among the customers and identify 

which type of customers buy a specific product. Big data 

analysis can be technical, Government, or business related. 

The organizations use for data management for a quick 

response. They identified the quick response is through 

high-performance computing. New algorithms and program 

techniques are on the way to produce real-time response 

using high-performance (parallel processing) techniques. 

The NVIDIA GPU (graphics processing unit) processing 

helps to achieve the proposed real-time response. 

The rate of fingerprint data generated today is very 

difficult to store and analyze using traditional methods. 

Therefore, the fingerprint database is one of the largest 

databases, considered as big data. Further, fingerprint 

analysis has been used to identify suspects and solve crimes 

for more than 100 years. The fingerprint identification 

process to solve the crimes is an extremely valuable tool for 

law enforcement. Crime scene data (latent fingerprints) is 
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unstructured data needed to be analyzed and processed 

before use. Every fingerprint has a unique pattern that 

appears on the pads of the fingers and thumbs. These unique 

patterns are made by friction ridges and furrows. 

When a crime occurs, law enforcement enables to 

obtain the fingerprints (latent) from crime area and analyze 

the patterns and match the potential matches. Currently, the 

system scans the prints and analyzes all ridges, swirls, loops, 

and other related patterns to uncover the potential matches. 

The current matching algorithms do not allow their use in 

large fingerprint databases due to their computational 

limitations. The GPU (graphics processing unit) based 

fingerprint matching methods can overcome these 

limitations [1 - 2]. Their study shows that GPU-based 

computation speed up the process and minimizes the cost. 

Further, the authors suggested that GPU-based processing 

opens the new field of possibilities to identify and return the 

possible matching of fingerprints in real-time in large 

databases. 

II. REVIEW OF WORK 

Personal identification is used in many workplaces, 

passports, cellular phones, credit cards, automatic teller 

machines, and driver licenses are using the personal 

identification in an encrypted form. Cryptography plays a 

significant role to encode and decode the identification for 

storing and retrieving. In spite of encrypted form, fraud is in 

credit cards alone reach billions each year in worldwide. 

Therefore, biometric identification helps to identify an 

individual in a unique way. Biometric system information 

verifies and identifies an individual. The biometric 

information may include voice, face, fingerprints, eyes, 

retina, signature, keystroke dynamics and much similar 

identity information. Fingerprints are becoming more 

common to identify a person and identification machines are 

becoming cheaper.  

Fingerprint matching, authentication, comparative 

study, the performance of fingerprint quality measures, and 

the statistical study were done in [3-9]. The fingerprint 

matching process helps to determine two sets of ridge 

details come from the same finger. The algorithms use 

matching minutiae points or similarities between two finger 

images. Ackerman [10] discussed a method of for 

fingerprint matching based on minutiae matching. The 

method uses the preprocessed region analysis to eliminate 

the processing delay. Bhuyan et al. [11] discussed the 

fingerprint classification using data mining approach. The 

proposed approach uses linear k-means robust apriori 

algorithm for the seed selection. The proposed apriori 

algorithm designed on cluster-based model that uses the 

selected seeds. The authors claim the proposed approach has 

higher accuracy and eliminates the misclassification errors. 

Hong and Jain presented fingerprint classification algorithm 

and tested on NIST-4 fingerprint database [12]. The 

algorithm classifies the input fingerprints into five 

categories depending on the number of singular points, their 

relative position, and the presence of recurring ridges (type-

1 and type-2). The proposed algorithms achieve better 

performance compared to previous algorithms.  

Processing fingerprinting for big data and fingerprint 

matching problem using NVIDIA GPU are current research 

in Hadoop distributed file systems using GPU-based 

implementation. Tretyakov et al. [13] discussed the 

probabilistic fingerprinting to reduce the use of 

computational resources and increase in proceeding speed. 

A Gabor filter bank based algorithm was discussed for 

fingerprint images using GPU [14]. The authors claimed 

that GPU-based implementation was 11 times faster than 

CPU-based implementation. Awan [15] discussed the local 

invariant feature extraction using graphics processing unit 

(GPU) and central processing unit (CPU). Their results 

show that GPU-based implementation return the results 

faster than CPU-based implementation. The authors used the 

feature extractors called scale invariant feature transform 

(SIFT) and speeded-up robust feature (SURF). They 

concluded that SURF consumes longer matching time 

compared to SIFT on GPU-based implementation. 

In [16}, minutia cylinder-code (MCC) based algorithm 

was used in GPU fingerprint-based system to enhance the 

performance. The tables show that the GPU-based MCC 

implementation is 35 times faster than the CPU (single 

thread) on a single GPU and approximately 100x faster on 

multiple GPUs.  The experiments were conducted on 55k 

size database.  All the above experiments were carried out 

with known fingerprint search. The papers do not show that 

the search was carried out with latent prints. 

The automated matching of partial latent prints is 

difficult to current systems. The conventional methods 

require a sufficient number of ridge bifurcation and 

termination (minutiae ) to support the search. To develop an 

automated system is a significant challenge to detect a 

matched fingerprint from the available latent print.  This 

method should not rely on traditional minutiae matching 

methods. Walch and Reddy [2] used the GPU technology to 

solve the latent fingerprints matching problem. The authors 

proposed Bezier curves as ridge descriptors to produce 

accurate overlays of the latent onto a reference print. The 

GPU-based method used by the authors performs near real-

time results. The comparisons vary from 20 million to 971 

billion depending upon the reference Beziers. They claimed 

that the processing of 8 days on CPU reduced to one hour on 

GPU cluster.  

Contribution 

The research presents the current state of fingerprint 

algorithms using various techniques that include traditional, 

pattern recognition, and hybrid methodologies. The Hadoop 

technology was implemented to the required document 

identification and then proposed to identify and retrieve the 

required fingerprint with the latent print. Using this 

MapReduce technique, we suggested that minutiae data of 

latent fingerprints can be used as keys to search the 
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reference fingerprint database. Currently, MapReduce does 

not work for GPU-based technology for parallel processing, 

an alternative model was suggested. The new model 

includes NubmaPro with Anaconda Accelerate allows 

developers to write parallel code that used NVIDIA GPUs. 

III. FINGERPRINT IDENTIFICATION 

Fingerprints are the impressions or mark made on a 

surface of a person’s fingertip. These are unique patterns of 

recognition of an individual using the pattern of whorls and 

lines on the finger impression. The combination of ridge 

bifurcation, trifurcation, bridge, ridge crossing, hook, ridge 

ending, island (short ridge), dot and similar characteristics 

determines the uniqueness of the fingerprint. The 

identification points consist of bifurcations, ending ridges, 

dots, ridges, and islands. Most of the quality fingerprints 

contain 60 to 80 minutiae. A single rolled fingerprint may 

have as many as 100 or more identification points. These 

points can be used for identification purposes. There is no 

exact size requirement as the number of points found on a 

fingerprint impression. The size and latent fingerprint 

depends on the crime location. 

There are many algorithms to match the fingerprints of 

an individual stored in the database. Some of the algorithms 

for fingerprint detection include the nearest neighbor, fixed 

radius, phase-based image matching, feature-based 

matching and combination of phased-based and feature-

based. In the nearest neighbor algorithm, the K adjoining 

minutiae is considered for matching the neighborhood of 

known minutiae. The fixed radius algorithm uses a circle of 

radius centered on minutiae and the neighborhood patterns 

to match with the database samples. The phase-based image 

matching algorithm uses the phase components in a two-

dimensional (2D) discrete Fourier Transform of the given 

images. The feature-based matching algorithm uses pairwise 

corresponding image features of an edge, a corner, a line, or 

a curve. The combination of phase-based image matching 

and feature-based matching fingerprint recognition 

algorithm helps the low-quality fingerprint images. 

Fingerprint authentication models include the extraction 

of raw data, matching the extracted features, get match score 

and authentication decision. The authentication does not 

provide complete protection of data. The authentication also 

depends upon the operating conditions and among 

individuals. The operating conditions include dirt across 

fingerprint sensor, malfunction of sensors, and static 

electricity may cause sensor malfunction. Clency et al. [17] 

discussed the fundamental insecurities that hamper the 

biometric authentication and cryptosystem capable of using 

the fingerprint data with cryptography key. Hong et al. [18] 

presented the automatics authentication system with 

fingerprints as an individual identity. Thai and Tam [19] 

discussed the standardized fingerprint model. Their 

proposed model synthesizes the template of fingerprints 

before the process. The steps include preprocessing, 

adjusting parameters, synthesizing fingerprint and post-

processing. Jain et al. [4] proposed the filter-based 

fingerprint matching algorithm that uses Gabor filters to 

capture both local and global details of fingerprints. The 

matching depends on the Euclidean distance between the 

two corresponding codes.  

Conventional hashing algorism used for fingerprint 

matching is an expensive process as the data is increasing in 

terabytes. The conventional data collectors have different 

filenames with different data or same content with different 

file names. If we download the files for processing, most of 

the times we have duplicate data. Therefore, Tretyakov et al. 

[13] used an algorithm based on probability theory. The 

algorithm computes the fingerprint file by using a few data 

samples. The model can be applied to a network model to 

retrieve the remote samples faster. 

The probability model requires the organized data since 

hashing is the primary tool to compare and extract. The 

reference fingerprint data particularly latent prints are 

unorganized data and need to be analyzed and processed 

before use.  In the analysis, we use particular characteristic 

called minutiae. Minutiae cylinder-code was used for 

accurate results [1].  The model is slow due to 

computational requirement with current CPU speed. The 

algorithm was modified to use the NVIDIA GPU 

processors. The performance is many times faster than 

single CPU, and the problem was to move the data into GPU 

memory, process and return the results back to host memory 

to display or return the results. Currently, this process 

cannot be changed, but in future NVIDIA technology GPUs 

can access the host memory and process the data at GPUs. 

A GPU-based model was also discussed by Walch and 

Reddy [2] to solve the latent fingerprint problem that is a 

unique attempt to identify the criminals and terrorists.  The 

authors used handwriting character recognition model. The 

model uses Bezier descriptors and a means of generating 

ridge-specific markers. It described through four points that 

include 2 end points and 2 control points. The model 

involves finding a subset of corresponding ridge sections 

common to both latent and reference points. Then it uses the 

step-by-step curve matching process. The technique also 

used by Rahman et al. [20] to identify an original image 

from reference shape. They used the technique called 

parametric curve generation. The authors compared the 

results that the curve generated by composite Bezier curve. 

For reliable processing, the fingerprint algorithms need 

to eliminate noise, extract minutiae and rotation and 

translation-tolerant fingerprint matching. We need to create 

an algorithm to be suitable for current hardware technology. 

The hardware may be cloud-based or cloud-based 

technology using GPUs. The algorithm must complete a 

large number of comparisons in microseconds. Since current 

technology with available CPUs meets their limitations, we 

need to use GPU-based processing to get real-time or near 

real-time response.  
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The research focus is on big data analysis and process. 

We use fingerprint data to store and retrieve. The latent 

fingerprint data is the search key that is to be analyzed 

before fingerprint match in the database. Currently, the 

fingerprint data is outweighing for current computing 

facilities. Performing the computational analysis of such 

data into usable information and provide the results in close 

real-time is the goal. Due to limitations of current CPU, we 

recommend the GPU technology to process such data. 

Special algorithms are needed to use GPU technology to 

meet customer satisfaction.  

IV. BEZIER CURVE AND FINGERPRINT ANALYSIS 

Latent fingerprints are difficult to analyze due to their 

poor image quality.Tthe extracted latent fingerprint from the 

crime scene has limitations of minutiae that are required for 

fingerprint match in a reference database. A latent 

fingerprint image is normally 20 to 30 percent of an original 

fingerprint image. Identifying the original fingerprint with 

20% of its information and the minimum number of 

minutiae points required to match a fingerprint is an 

unsolved problem. Further, the search is a difficult part 

without enough ridge bifurcations and terminations 

(minutiae). The latent fingerprints may come from any 

location (part) of the print. The latent fingerprints may 

contain meaningful information if they come from the core 

and less information from other regions of the print. The 

ridge specific markers help potential information and ridge 

geometry creates new features to supplement the missing 

bifurcations and ridge endings. If we create proper ridge 

specific markers, they should be functionally equal to 

traditional minutiae. 

The third order Bazier curve is a smooth mathematical 

curve that is used to approximate the curved object such as 

ridges. Bezier curves precisely fit into the curvature of 

ridges.  These curves are used to mark the positions on the 

ridges that create ‘minutiae’. In Figure 1, the curve consists 

of two endpoints and two control points. The four related 

points called endpoints (P0, P3) and control points (P1, P2). 

The control points (P1, P2) define the shape of the curve. The 

Bezier curve does not pass through the control points. The 

control points showed the direction of the curve and 

positioned outside the curve. 

 

Figure 1: Cubic Bezier Curve 

Bezier curves are polynomials of t that varies 0 to 1. The 

equation of cubic form of Bezier curve is of the Binomial 

form with end point n is given below. 

𝐵𝑒𝑧𝑖𝑒𝑟(𝑛, 𝑡) = ∑ (𝑛
𝑖
)(1 − 𝑡)𝑛−𝑖𝑡𝑖

𝑛

𝑖=0
    (1) 

In the equation (1) 

(𝑛
𝑖
)   Binomial term 

(1 − 𝑡)𝑛−𝑖𝑡𝑖  Polynomial term 

Σ   series of additions 

 

Bezier curves can be drawn in many ways. Let us 

consider two ways of Bezier curves. First, use the de 

Casteljau’s algorithm [21]. Consider various points between 

beginning and end of the curve (t=0 as starting point and t = 

1 as the end point) with increment t . The smooth curve 

will be obtained with more points between beginning and 

ending (smaller value of t ). The second method is 

sampling the curve at certain points and joining those points 

up with straight lines and smoothen the curve along those 

lines. The disadvantage is that we lose the precession of 

working with a real curve.  We suggest a tool with ridge 

specific markers (that generates from minutiae) in the lines 

of handwritten character recognition. The proposed tool 

becomes a unique in fingerprint recognition using latent 

prints.  

The sampling model can be used for latent Bezier curve 

creation. Sample each edge in the latent fingerprint skeleton 

to form the Bezier sample to compare with reference print. 

The process continues till the minimum acceptance 

(threshold) point reached between latent prints and reference 

prints. The matching does not include complete curve 

matching. The comparison is the similarity between the 

latent and reference prints. Exact length never happens with 

a latent print comparison.  If the latent fingerprint matches 

the part of the reference curve, we will continue to match 

next warp to match and continue to all warps of latent 

fingerprints. The threshold is set the certain percent of 

matching with reference print.  

V. GPU-BASED APPROACH 

As the data scales in size, exponential problems of 

storage, organization, management and retrieval are 

immediate problems to consider. The new method using 

GPUs helps to process such data and respond near real-time. 

Most of the times, GP-GPU cluster is suggested to process 

petabytes of data in seconds. It is estimated that a system 

with 16 GPUs performs 160 Trillion calculations per GPU 

per Hour (2.5 Quadrillion calculations per hour) [2]. In such 

environment, the data process takes 200 hours can be 

completed in one hour. 

As the data is increasing exponential, a GPU-based 

process can be used to produce fast results as quickly as 

MapReduce. The analysis and algorithm for a GPU-based 
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system are required. In both cases, the following points are 

important. 

 The fingerprint size 

 The curvature segment size selected for comparison 

 Sample the number of curves using an “Overlapping 

Stepping” method from ridgelines (Section IV discusses 

the Casteljau’s algorithm and sampling latent prints, 

and reference Bezier curve creation) 

 The ratio between latent print to reference fingerprints 

is 100.  

Walch and Reddy [2] provided the calculations for a 

sample 3 tuple Bezier curve that is set from latent print 

without indexing. In their calculation, each one of these 3-

tuple Bezier curve sets need be compared with reference 

database to find a “best possible matching” of 3-tuple Bezier 

curve. The fact is that the curve is fixed in every reference 

print in the corpus. The calculations provided below are for 

the comparison of one full print against a database of 100 

million reference sets (10 fingerprints). For example, 20k 

graphs *10prints * 100M sets = 20 trillion comparisons. 

The Realistic Metrics utilizing GPU are: 

 Combinations for latent print with 500 Beziers 

500C3 = 500! / 3!(500-3)! = 500! / 3*2*1(497)! = 

500*499*498 / 3*2*1 = 124251000/6 = 20,708,500 

 Combinations for Reference print with 18000 Beziers 

18000C3 = 18000! / 3!(18000-3)! = 18000! / 3*2*1(17997)! 

= 18000*17999*17998 / 3*2*1 = 5831028036000/6 = 

971,838,006,000 

 The similarity score (Compare and calculate) for 

20,708,500 latent combinations has 971,838,006,00 

reference combinations. 

VI. MAPREDUCE METHOD 

Big Data processing and analysis uses the MapReduce 

technology. Big Data is the data that is unstructured, semi-

structured, or a combination. The e-commerce data, 

Facebook data, Twitter data, or any similar data are 

examples of Big Data. These databases are increasing 

exponentially and piled up in petabytes. Fingerprint data can 

be considered as Big Data since it is stored as semi-

structured and keywords based upon the latent to search the 

reference database.  

In this paper, the first approach uses the MapReduce 

techniques. In MapReduce approach, we use latent 

fingerprint data as keys and retrieve the required fingerprint 

from the fingerprint database. The approach finds the 

repetition of each key in each set of fingerprints and 

retrieves the closest match. The method is similar to many 

times each keyword repeats in a text file or any stream of 

data to select particular document is important. The 

approach is shown in Figure 4. 

 
Figure 4: MapReduce Process 

To select the required fingerprint file the close 

matching of laments data is required. Suppose, we set the 

threshold as 90%, then any fingerprint file accepts this 

condition will be retrieved.  

VII. MAPREDUCE - TESTING WITH DOCUMENTS 

To select a required document Using MapReduce, we 

provided the keywords and their importance that varies 

between 0 and 1. We then take the important factor 

multiplied by the number of times keyword and sum the 

result of all keyword importance. If the sum is   threshold 

we conclude that the document is required. The algorithm 

was coded in two steps. During the first step, the reputation 

of the words and in the second step the importance factor 

and selection of the document were coded in Python. We 

processed six text files to compare the results of the current 

experiment. The keywords and impact factor provided are: 

medicine (0.02), profession (0.025), disease (0.02), surgery 

(0.02), mythology (0.02), and cure (0.05). The size of each 

file in words, times taken in seconds to process and impact 

factors respectively are: (128,729; 0.1539; 5.39), (128,805; 

0.1496; 0.62), (266,017; 0.13887, 0), (277,478; 0.1692; 

6.02), (330,582; 0.1725; 7.93), and (409,113; 0.2032; 

18.87).  The threshold set was 10.0. Therefore, the file with 

impact factor 18.87 is selected as required file. If we lower 

the threshold to 5.0 another two files with impact factors 

6.02 and 7.93 would become our required files.  

In the proposed fingerprint identification model with 

MapReduce process, we provide Minutiae data evolved 

from Bezier curves as keys to search the reference 

fingerprint database. The present MapReduce package does 

not have a GPU-based implementation to increase the speed 

of execution. Therefore, a GPU-based model is required for 

parallel activity to produce 100X times faster than current 

existing MapReduce models.   

VIII. ANACONDA FOR BIG DATA ANALYTICS 

Analytics comes from Big Data stored in Hadoop and 

extract values from that information. With Big Data 

analytics, we can do data mining, text mining, predictive 

analytics, forecasting, and explore various options to take 

business decisions. Query, visualize, and perform 

descriptive statistics  

Anaconda Python Accelerate package is created to use 

CUDA-Python compiler. Math Kernel Library (MKL) is a 

set of threaded and vectorized math routines that work to 

accelerate various math functions and applications. Some of 

the most MKL-powered binary versions of popular 

numerical and scientific Python libraries are incorporated 

into MKL for improved performance. 
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Anaconda Pro is a multi-tool for Big Data. The tool 

Disco in Anaconda provides Python-based MapReduce 

Framework.  Python is an open source spatial libraries has a 

facility for Data handling (shapely, GDAL/OGR, pyQGIS, 

pyshp, pyproj), analysis (numpy, scipy, shapely, pandas, 

GeoPandas, PySAL, Rasterio, scikit-learn, scikit-image), 

and plotting (matplotlib, prettyplotlib, Descartes, cartopy).  

Anaconda package includes Python (3.4.3, 3.3.5, 2.7.1 

and/or 2.6.9) easy to installation and updates of 150 prebuilt 

scientific and analytic Python packages including NumPy, 

Pandas, Matplotlib, and IPython with another 340 packages 

available with a simple “Conda Installation Package Name.” 

Accelerate is an Anaconda add-on that allows Python 

developers to enable fast Python processing on GPU or 

multi-core CPUs. Anaconda Accelerate designed for large-

scale data processing, predictive analytics, and scientific 

computing. It makes GPU processing easy and an advanced 

Python for data parallelism. The Accelerate package helps 

to speed up 20x – 2000x when moving pure Python 

application to accelerate the critical functions on the GPUs. 

In many cases, little changes required in the code. The 

alternate solution to accelerate Python code is PyCUDA that 

has a capability of calling the CUDA Runtime API.  The 

benefit of PyCUDA is that it uses Python as a wrapper to the 

CUDA C kernels that develops the programs rapidly. 

The NumbaPro comes with Anaconda Accelerate 

product has CUDA parallel processing capability for data 

analytics. NumbaPro can compile Python code for execution 

on CUDA-capable GPUs or multicore CPUs. Currently, it is 

possible to write standard Python functions and run them on 

a CUDA-capable GPU using NumbaPro. The NumbaPro 

package was designed for array-oriented computing tasks. 

The usage is similar to Python NumPy library. The data 

parallelism available in NumbaPro has array-oriented 

computing tasks that are a natural fit for accelerators like 

GPUs. The benefit of NumbaPro is that it understands 

NumPy array types to generate efficient compiled code for 

execution on GPUs.  The programming effort minimum and 

it is as simple as adding a function decorator to instruct 

NumbaPro to compile for the GPU. Figure 5 shows the 

GPU-based approach for Big Data analysis using Anaconda 

Accelerate with NumbaPro (AANP). 

 

Figure 5: Anaconda Accelerate - GPU Based Approach 

We are building the AANP process package to utilize 

the GPU power and respond quickly. The proposed GPU-

based approach for Big Data analysis includes the 

GPU/CPU capabilities. The actions include following. 

 Preprocess the reference data 

 Proposed AANP acts on reference data  

 The reference data will then be distributed various 

nodes in the cluster for processing. In the case of a 

single system with GPUs, the processing chooses 

the GPU cluster. 

   The processed results will be send back to CPU to 

display  

The proposed AANP is in the process of initial design and 

uses Python with NVIDIA CUDA capabilities. 

IX. CONCLUSIONS AND FUTURE WORK 

The paper discusses the currently available fingerprint 

identification algorithms, models, the time required to match 

the key fingerprint with reference print and problems in 

latent print match matching with reference prints. We need 

to work in the line of new programming techniques and 

algorithms for latent print matching using high-performance 

computing. We tested document identification using Apache 

MapReduce package. Apache MapReduce does not have 

capabilities of GPU for analysis of data, so we need 

alternate approach called GPU-based implementation for 

fast processing. The GPU-based hardware was suggested to 

produce near real-time response. We identified that the 

Python-based NumbaPro with Anaconda Accelerate was 

more suitable to implement the NVIDIA GPU to analyze the 

data and expected faster than Apache-based approach.  
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Abstract- Satellite imagery consists of images of Earth or other 
planets collected by satellites. Satellite images have many 
applications in meteorology, agriculture, biodiversity 
conservation, forestry, geology, cartography, regional 
planning, education, intelligence and warfare. However, 
satellite image data is of large size, so satellite image 
processing methods are often used with other methods to 
improve computing performance on the satellite image. This 
paper proposes the use of GPUs to improve calculation speed 
on the satellite image. Test results on the Landsat-7 image 
shows the method that authors proposed could improve 
computing speed faster than the case of using only CPUs. This 
method can be applied to many different types of satellite 
images, such as Ikonos image, Spot image, Envisat Asar 
image, etc. 

    Index Terms- Graphics processing units, fuzzy c-mean, land 
cover classification, satellite image. 

I. INTRODUCTION 

Many clustering methods have been proposed by different 
researchers, especially fuzzy clustering techniques. In recent 
times, fuzzy clustering methods have been studied and widely 
used in many applications on the basis of fuzzy theory and the 
building of the membership function in the range [0..1]. 

One of the most widely used fuzzy clustering method is the 
fuzzy c-means (FCM) algorithm [1]. This algorithm was first 
introduced by Dunn [2] and was later improved by Bezdek [3]. 
In the FCM algorithm, a data object may belong to more than 
one cluster with different degrees of membership function. 
Although the FCM clustering algorithm is popular, its 
performance is processed slowly on large data sets, many 
dimensions. 

Real-time processing of multispectral images has led to 
algorithm implementations based on direct projections over 
clusters and networks of workstations. Both systems are 
generally expensive. Beside, GPUs are cheap, high-
performance, many-core processors that can be used to 
accelerate a wide range of applications, not only the graphics 
processing, so we choose the GPUs to solve landcover 
classification problems on the satellite image [18].  

Acceleration problems with satellite images in recent year 
has achieved quite good results [7], many results have shown 
that the use of GPUs has significantly reduced processing time. 

Anderson et al [4] presented a solution on GPUs for the FCM. 
This solution used OpenGL and Cg to achieve approximately 
two orders of magnitude computational speedup for some 
clustering profiles using an NVIDIA 8800 GPUs. They later 
generalized the system for the use of non-Euclidean metrics, 
see Anderson et al [5]. Rumanek et al [16] presents preliminary 
results of studies concerning possibilities of high performance 
processing of satellite images using GPUs. At the present state 
of the study, using distributed GPUs-based computing 
infrastructure allows to reduce the time of typical computation 
5 to 6 times. R.H.Luke et al [17] introduces a parallelization of 
fuzzy logic - based image processing using GPUs. With results 
speed improvement to 126 times can be made of the fuzzy 
edge extraction making its processing realtime at 640x480 
image resolution. 

A computational speed improvement of over two orders of 
magnitude, more time can be allocated to higher level 
computer vision algorithms. Iurie et al [14] presents a 
framework for mesh clustering solely implemented on the 
GPUs with a new generic multilevel clustering technique. 
Chia-F et al [15] proposes the implementation of a zero-order 
TSK fuzzy neural network (FNN) on GPUs to reduce training 
time. Harvey et al [6] presents a GPUs solution for fuzzy 
inference. Moreover, Sergio Sanchez et al [7] used the GPUs 
to speed up the hyperspectral image processing. 

In fact, there are many methods of classifying data, the 
paper does not mention much about this issue, that only focus 
research and propose solutions to improve the efficiency of 
computational for classifying data on a large data, image based 
GPUs (Graphics Processing Units) but, GPUs architecture not 
designed for any specific algorithms, with each the algorithm, 
each data format is designed and installed by programmers. So 
authors only selected an algorithm to test the problem the 
research, as the basis for the installation of other classification 
algorithms on satellite images. 

In this paper, we take advantage of the processing power of 
the GPUs to apply solve the partitioning problem for massive 
data satellite images based on FCM algorithm. The algorithm 
must be altered in order to be computed fast on a GPUs. 

The paper is organized as follows: Section II shows 
background; Section III Proposed method, Section IV land 
cover classification with some experiments; Section V is a 
conclusion and future works. 
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II. BACKGROUND 

A. Graphics processing units 
The graphics processing units (GPUs) have become an 

integral part of todays mainstream computing systems. The 
modern GPUs is not only a powerful graphics engine, but also 
a highly parallel programmable processor featuring peak 
arithmetic and memory bandwidth that substantially outpaces 
its CPUs counterpart. Over the past few years, the GPUs has 
evolved from a fixed-function special-purpose processor into a 
parallel programmable processor by adding an easyto-use 
programming interface, which it dubbed CUDA, or Compute 
Unified Device Architecture [19]. This opened up the 
possibility to program GPUs without having to learn complex 
shader languages, or to think only in terms of graphics 
primitives. CUDA is an extension to the C language that 
allows GPUs code to be written in regular C. The code is either 
targeted for the host processor (the CPUs) or targeted at the 
device processor (the GPUs). 

 
Fig. 1. CUDA GPUs memory model design [19] 

CUDA allows multiple kernels to run simultaneously on a 
single GPUs, in which each kernel as a grid. A grid is a 
collection of blocks. Each block runs on the same kernel but is 
independent of each other. A block contains threads, which are 
the smallest divisible units. A thread block is a number of 
SIMD (Single Instruction, Multiple Data) threads that work on 
a Streaming Multiprocessor at a given time, can exchange 
information through the shared memory, and can be 
synchronized. The operations are systematized as a grid of 
thread blocks (see Figure 1). 

For operation parallelism, the programming model allows a 
developer to partition a program into several sub-problems, 
each of which is executed independently on a block. For 
dataset parallelism, datasets can be divided into smaller chunks 
that are stored in the shared memory, and each chunk is visible 
to all threads of the same block. This local data arrangement 
approach reduces the need to access off-chip global memory, 
which reduces data access time. 

B. Fuzzy c-means clustering 
In general, fuzzy memberships in FCM [1] achieved by 

computing the relative distance between the patterns and 
cluster centroids. Hence, to define the primary membership for 
a pattern, we define the membership using the value of m. The 
use of fuzzifier gives different objective function as follows:  
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In which, 1,...,i C= . Next, defuzzification for FCM is made 

as if ( ) ( )i k j ku x u x>  for j=1,...,C and i≠j then kx  is 

assigned to cluster i. 
C. Landsat-7 satellite images 

A satellite image consists of several bands of data. For 
visual display, each band of the image may be displayed one 
band at a time as a gray scale image, or in combination of three 
bands at a time as a color composite image. We tested on the 
Landsat-7 multispectral satellite images with 7 bands and each 
pixel is a 7-dimensional vector is used for classification in the 
C class. 

The result after classification to classify on the basis of 
NDVI index (Normalized Difference Vegetation Index), this is 
the most common measurement to assess the growth and 
distribution of the vegetation on the earth’s surface. Among the 
seven bands of multi-bands satellite images, using only two 
bands are NIR (Near-Infrared) and VR (Visible Red) 
corresponding to band 3 and band 4 in the order of 7 bands, it 
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has much information about land cover. The NDVI index is 
calculated as follows: 

NDVIindex = (NIR - VR)/ (NIR + VR)                      (4) 

Calculations of NDVI for a given pixel always result in a 
number that ranges from minus one (-1) to plus one (+1); 
however, no green leaves gives a value close to zero. A zero 
means no vegetation and close to +1 (0.8 - 0.9) indicates the 
highest possible density of green leaves. Very low values of 
NDVI (0.1 and below) correspond to barren areas of rock, 
sand, or snow. Moderate values represent shrub and grassland 
(0.2 to 0.3), while high values indicate temperate and tropical 
rainforests (0.6 to 0.8). For the convenience in processing 
NDVI data, it is converted to image pixel values and called 
NDVI image base on the formula: 

Pixelvalue = (NDVI + 1)*127                           (5) 

III. THE METHOD PROPOSED 

A. Implementation on the GPUs 
To work with GPUs, we need selection of memory types 

and sizes appropriate [19]. Memory should be allocated such 
that sequential access (of read and write operations) is as 
possible as the algorithm will permit. The architecture of a 
GPUs can be seen as a set of multiprocessors (MPs), the 
multiprocessors have access to the global GPUs (device) 
memory while each processor has access to a local shared 
memory and also to local cache memories in the 
multiprocessor. In each clock cycle each processor executes 
the same instruction, but operating on multiple data streams. 

 
Fig. 2. Data scheme on the GPUs is divided into the blocks and the threads 

Algorithms must be able to perform a kind of batch 
processing arranged in the form of a grid of blocks, where each 
block is composed by a group of threads that share data 
efficiently through the shared local memory and synchronize 
execution for coordinating access to memory. The CPUs 
should initialize the values for the input array on the GPUs, 
GPUs calculations give results then returned to the CPUs. 
CPUs is responsible for showing results. 

The inputs from the sample data are of type texture 
memory because they do not change during the processing. 
First, we load the Landsat satellite imagery data (X) which has 
k bands in memory of the CPUs and original initialization C 
clusters. Satellite imagery is processed with width w, height h, 
the number of pixels is N = w * h. 

Second, we need copy X and data clusters to the global 
memory of the GPUs, before to perform the data normalization 
we use a GPUs kernel, this kernel is configured with as many 
blocks and maximizing the number of threads per block 
according to the considered architecture (in our case the 
number of threads in the block is not greater than 1024 and the 
number of blocks on the grid is not greater than 65535). Each 
pixel has k components corresponding to the k bands, so each 
block is used to calculate T = [1024*k] pixels corresponding q 
=T*k threads, the number of blocks is used to calculate on the 
image X is B=[N*k/1024], see Fig.3. Number of clusters is C, 
so the membership function of the U array of size P=N*C. The 
initialization the value of the membership function U 
corresponding to the fuzzy parameters m. When this 
processing is completed, we have completed the data 
normalization to process on the image X. 

Third, implement the FCM algorithm. On GPUs, U is 
calculated simultaneously for the B blocks, B blocks contains 
N pixels is performed over C clusters and U is calculated by 
formula 3. With each calculation, check the stop condition, if 
satisfied copy result to host memory and given the clustering 
results, otherwise repeat algorithm. 

Because there is a limit on the number of threads that can 
be created for each block (the current maximum of 512 threads 
per block). So, need to consider the number of threads and 
registers and local memory requirements by the kernel to avoid 
memory overflow. This information can be found for each 
GPUs. 

B. Land cover classification algorithm 
Before the kernel execution, the component means are 

mapped into the device texture memory (as a k-dimensional 
CUDA array). These values are cached during the kernel 
execution. Each thread determines the membership functions 
with the minimal Euclidian distance between its centroid and 
the current pixel (each thread operates on one pixel), and stores 
the index of this component of the membership function 
matrix. Before executing the kernel, vectors of the C 
component centroids are copied to the device constant 
memory. These values are cached once and after wards they 
are used by each thread from the constant cache, thus 
optimizing the memory access time. In total T=q threads are 
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executed in this task; therefore, the use of the shared memory 
optimizes the memory access time. 
Algorithm 1: Implementation the FCM on GPUs 

Step 1: Initialization data 

1.1 Reading the Landsat-7 satellite image data into CPUs. 

1.2 Initialization the parameter of fuzzy m, (1 < m), error ε  on 
CPUs.  

1.3 Initialization centroid matrix [v ]; d
i iV v R= ∈  by 

choosing random from dataset on CPUs. 

1.4 Copy data: satellite image data, m,ε , V from CPUs 
memory to GPUs memory. 

Step 2: Compute the fuzzy partition matrix U and update 
centroid V on GPUs. 

2.1. j= j + 1 

2.2. Fuzzy partition matrix ikU  by the formula 2. 

2.3. Assign data jx to cluster ic  if data ( ji kiu u> ), 

1,...,k c=  and j k≠ . 

2.4. Update the centroid cluster 1[v ,...,v ]j j jcV =  by formula 

3. 

Step 3: Check the stop condition on GPUs: Termination 
criteria is satisfied or maximum iteration is reached, go to step 
4, otherwise go to step 2. 

Step 4: Compute NDVI index by formula 4 and using NDVI 
index to assign the corresponding class with 6 types of land 
cover on GPUs. 

Step 5: Copy the results and given the clustering results from 
GPUs memory to CPUs memory. 

IV. EXPERIMENTS 

The problem was performed on a computer with the 
operating system was windows 7 64bit and nVIDIA CUDA 
support with specifications: CPUs was the Core i5-4210U, 2.7 
GHz, the system had 6 Gb of system RAM (DDR3). GPUs was 
an nVIDIA Gerforce GT 750M, graphics card with 384 CUDA 
Core, 2GB of texture memory. 

We test the proposed method with a satellite image 
LANDSAT-7 taken at Hanoi area, see Figure.5, Hanoi is the 
capital of Vietnam, 110 24’02.32”N, 1070 36’26.74”E to 100 
50’24.61”N, 1080 09’50.57”E, with area is 3161.304 km2 and 
capacity is 187.59Mb. 

   
a) Class 1;           b) Class 2;             c) Class 3 

   
d) Class 4;              e) Class 5;             f) Class 6 

Fig. 3: Results classified by 6 classes. 
TABLE 1: RESULT OF LAND COVER CLASSIFICATION 

Class N. of pixels Percentage Square (hec.) 

1 204 892 5.833 % 18439.89 

2 690 736 19.665 % 62167.04 

3 879 571 25.041 % 79162.21 

4 697 474 19.857 % 62774.01 

5 621 799 17.702 % 55961.42 

6 418 088 11.903 % 37629.71 

The results are shown in figure.3 in which (a), (b), (c), (d), 
(e) and (f) are land cover classification in according 6 class 
from 1 to 6, respectively. The figure.4 is NDVI image and 
result image, in which, the NDVI image shows that white areas 
are rich in vegetation, dark areas are rich in water and result 
image is synthesized from 6 classes after classification. The 
table.I shows detailed results according to the number of 
pixels, the percentage and the area of each class. 

Test results Table.I showed that the average processing 
time on CPUs is 1195.566s, on GPUs is 11.189s and 
implement time on GPUs faster than on CPUs is 106.852 
times. This indicates, GPUs is faster processing and more 
efficiently than on CPUs. 

    
Fig. 4. a) NDVI Image; b) Result Image 

To assessing the performance of the algorithms on the test 
images we compare classification results with statistical data 
from the Vietnam National Remote Sensing Center (VNRSC) 
II. The values of these deviations are shown in the Table.II, we 
noticed the difference between the classes do not exceed 
6.08%, in which the deviation at least with 0.428% for class 1 
(Rivers, ponds, lakes). Because the area of rivers, ponds and 
lakes usually have clear boundaries with other classes, 
therefore resulting classification will give more accurate results 
than the other classes. 
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TABLE II: CLASSIFICATION RESULTS OF HANOI AREA 

Class FCM VNRSC Deviation 

1 5.83% 6.26% 0.43% 

2 19.67% 23.65% 3.99% 

3 25.04% 31.12% 6.08% 

4 19.86% 15.85% 4.01% 

5 17.70% 15.16% 2.51% 

6 11.90% 7.95% 3.95% 

We have tested on several images with different size from 
small to large. The rate of processing time on CPUs/GPUs 
shows in Table.III, with image size is 1024x1024, the rate 
CPUs/GPUs is 41.247 times, when image size is 8192x8192, 
the rate CPUs/GPUs increases 116.650 times.  

This rate is smaller than with smaller size image because 
the time to read into memory on the GPUs occupies a 
significant amount. When the size of the image increasing, this 
rate will be increased. This rate depends also on the 
characteristics of each area, conditional convergence of the 
algorithm, the number of loops and so on. Because, it takes 
time to transfer the data from the CPUs to GPUs and back. 
When the size of the data increasing, the number of 
calculations more, the speed of processing on the GPUs faster 
than on the CPUs. This speed depends on the computer 
configuration and how to organize the data in the program. 
With satellite imagery resolution is 30mx30m, the 
classification results show the highest deviation than 6%. The 
deviations of classification results can accept in the assessment 
of land cover on a large area quickly, can allow us to 
implement large data image processing problems in practice, 
reduce time and costs compared to other methods. We can 
improve the accuracy by improving the algorithm or enhance 
the quality of satellite images before classifying. 

TABLE III: CPUs/GPUs PERFORMANCE TIME RATE 
Size 1024x1024 2048x2048 4096x4096 8192x8192 

GPUs 1.984 3.345 5.986 12.976 

CPUs 81.835 216.974 526.462 1513.653 

Rate 41.247 64.865 87.948 116.65 

V. CONCLUSION 

This paper proposes the method using the GPUs to enhance 
the computational efficiency for landcover classification 
problem on the Landsat-7 image based the FCM algorithm. 
The experimental results show that the implementation is much 
faster than the traditional implementation on CPUs We have 
demonstrated that with size and capacity of image large such 
as satellite images, the processing time on GPUs is much faster 
than on the CPUs. 

The next goal is to implement further research on GPUs for 
hyper-spectral satellite imagery for environmental 
classification, assessment of land surface temperature changes. 
Improved algorithms and data optimized for this purpose. 
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Abstract - Measurement of the maintainability and its 

factors is a typical task in finding the software quality 

on development phase of the system. Maintainability 

factors are understandability, modifiability, and 

analyzability…etc. The factors Understandability and 

Modifiability are the two important attributes of the 

system maintainability. So, metric selections for the 

both factors give the good results in system of 

maintainability rather than the existed models.  In the 

existing metrics obtained for Understandability and 

Modifiability factors based on only generalization 

(inheritance) of the structural properties of the system 

design. In this paper we proposed SatyaPrasad-Kumar 

(SK) metrics for those two factors with help of more 

structural properties of the system. Our proposed 

metrics were validated against the Weyker’s properties 

also and got the results in good manner. When compare 

our proposed metrics are better than the other well-

known OO (Object-Oriented) design metrics in getting 

the Weyker’s properties validation.  

 
Keywords – Understandability; Modifiability; 

Structural metrics; System Maintainability,; Weyker’s 

properties; SK metrics; OO design; 

 
I. INTRODUCTION 

 Maintainability is the most important 
attribute rather than other attributes like Portability, 
Usability, and Functionality...etc., for a good quality 
product as per the ISO-9126 standard in the 
development phase of the software. Several studies 
[22], [25] were inexistence in the improvement of the 
software quality by different researchers. Software 
maintainability is a dependent factor on the fields of 
Understandability, Modifiability, Analyzability, 
Reusability, and Durability...etc., [9],[14].The 
ISO/IEC9126-1[17] standard gave considerable 
definitions for the factors of Maintainability i.e., 
Understandability and Modifiability. 

 In this paper we developed the metrics for 
the understandability and modifiability, which plays 

the effective role in the process of finding the 
maintainability of the OO software system. The 
observed data [20] states that not only inheritance but 
also other structural properties were played major 
role in the selection of the metrics for 
understandability and modifiability. In the design 
phase of the any OO design software system 
structural properties plays the vital role. Hence as per 
our study consideration of all the structural properties 
in the process of developing the metrics for 
maintainability factors would give the most 
prominent results. 

 The structural metrics were developed on 
the basis of four fields. The first one is associations 
(Number of Associations(NAssoc.)), Second one is 
aggregations (Number of Aggregations(NAgg), 
Maximum Hagg (Max Hagg) Number of 
Aggregation Hierarchies (NaggH)),Third one is 
dependency(Number of Dependencies(NDep)) and 
the last one is generalization (Number of 
generalizations(NGen),Maximum DIT (Max DIT), 
Number of Generalizations Hierarchies 
(NGenH)).The figures which are shown in Appendix-
A reveals the different relationships namely 
Association(     ), Dependency                                    
(----------->),  Aggregation(         ) and           
Generalization          (               ). Here Generalization 
field can behave as inheritance in the OO designs. 
The Super Classes (Sup-C) and Sub Classes (Sub-C) 
are taken from the generalization field for this 
research paper. For the remaining all classes which 
have dependency, aggregation and association are 
taken as the Connected Classes (Con-C) in our 
metrics section in this paper. 

 Every software metric has to show its 
mathematical and theoretical background by fulfilling 
the well-known properties suggested by weyker[24] 
for developing the good software metrics. Many 
more inheritance based metrics [3], [4], [7], [8], [15], 
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[18],[19] were evaluated by different researchers 
agaist the weyker’s proposed rules. Some of the 
researchers [7],[10],[23] questioned the validity of 
the weyker’s rules because some of the properties 
were not suited for  all types of programming 
languages. 

 This paper is organized in following 
manner.  In Section1 we discussed the basic 
information regarding the research topic.Section2 
deals with related work in this research area. 
Proposed metrics were discussed in effective manner 
in Section3.Section4 reveals the validity of the 
proposed metrics against the weyker’s 
properties.Comparision with other class oriented 
metrics were represented in Section5.Conclusion and 
Future work regarding our research work was placed 
in Section6. 

 

II. LITERATURE SURVEY 
 Maintainability and its factors like 

understandability, modifiability, analyzability, 
portability, usability …….. etc., are the non-
functional requirements for the system. Hence so 
many authors designed the various models 
[2],[5],[6],[11],[12],for identifying the dependent 
factors like understandability, modifiability, 
maintainability…..etc. The metric selection for these 
types of non-functional requirements is a herculean 
task in the software system. In the Object-Oriented 
design of the system so many metrics were developed 
by different scientists for improving the 
understanding capability of the given system design. 

 Depth-of-Inheritance (DIT) and Number of 
Childs (NOC) metrics were developed by 
Chidember-Kerner [1],[15] state that maximum depth 
from the root node to the present node. Here in the 
DIT technique ambiguity may raise in several 
situations. In the NOC metric Chidember-Kerner 
mainly focused on the inheritance hierarchy instead 
of depth. NOC states that how many immediate sub 
classes are existed for the individual class. Here the 
problem is not focusing on total classes at a time. 
W.Li [13] presented two more new metrics for 
solving the problems raised by the metrics founded 
by Chidember-Kerner. The first one is Number of 
Ancestor Classes (NAC) states that the number of 
classes inherited by the individual class in the OO 
design. The second metric is Number of Descendant 
Classes (NDC) consider the total number of sub 
classes into the account. 

  The Average Depth of Inheritance (AID) 
metric was developed by Henderson-Sellers [21] for 
applying the average complexity values in the DIT 
metric. AID metric states that division of sum of 
depths for the individual nodes in the system with the 
total number of nodes in the system design.  This 

metric gives the good results but this may take more 
time for identifying the metric value in some OO 
designs. 

 In the  process of development of the 
metrics for Understandability and Modifiability 
Sheldon and Jerath [16] proposed the metrics named 
as Average Understandability(AU) and Average 
Modifiability(AM) for finding the system 
understandability and modifiability with considering 
only inheritance of the OO class diagrams. Here AU 
metric focused on the super classes (predecessors) of 
the given individual class only. AM metric consider 
the AU and sub classes (Successors) of the given 
class. In these two metrics the authors only focused 
on the inheritance (Generalization) factor. In the 
structural representation of the given OO design of 
the system was represented with associations, 
dependencies, aggregations and generalizations of the 
classes. Hence we take all the four factors into the 
consideration of finding the metrics for the 
Understandability and Modifiability. In our proposed 
metrics also we had given the participation to all the 
four factors in equal manner to identify the 
Understandability and Modifiability of the OO 
system in good manner.  

 

III. PROPOSED METRICS 
 In this paper we proposed two metrics on the 

name of SatyaPrasad- Kumar (SK) metrics for 
identifying the Understandability of the OO system 
called System Understandability (SU) and another 
metric for the purpose of modifiability of the system 
called System Modifiability(SM). 

 The first metric from the SK metrics is 
System Understandability (SU) of the OO design 
means the metric must consider the all the 
transactions relating to the individual given class. 
The transactions of the class may be any of the four 
factors namely associations, dependencies, 
aggregations and generalizations. In the process of 
improvisation of the understanding capability of the 
individual class must consider all the immediate 
connections of the associations, dependencies and 
aggregations. In the generalization (Inheritance) 
phase the data of the given individual class may be 
utilized in the sub classes of the prescribed class. 
Hence both sub and super classes must taken into the 
consideration to find the understandability. For better 
results of the Understandability metric the prescribed 
class also has take into the account.  

 
Individual class Understandability (ICU) is as 
follows 

ICU of a class ICUi = Sup-Ci +Sub-Ci +Con-Ci +1  

ICUi is the ith
 
class Understandability. 
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Sup-Ci is the Number of Super Classes for the i
th

 
class. 

Sub-Ci is the Number of Sub classes of the i
th

 class. 

Con-Ci is the Number of Immediate Connected 
classes of the i

th
 class 

SU of the system  = 

∑
n
i=1 (Sup-Ci +Sub-Ci  +Con-Ci +1) / n 

 

 The second metric from the SK 
metrics is System Modifiability(SM) of the class 
oriented system design. The SM metrics states that 
before knowing the information about any class 
whether it was modified or not we must understand 
the class first. Then we can focus on the class 
diagram for modification how many classes modified 
with modifying the individual class. In this process of 
modification we must consider the two fields. One is 
Generalizations because property of the inheritance is 
modification of one class means total sub classes of 
that particular class may be modified. Second one is 
dependency also causes the modification of the class 
because one class depend on the another class with 
dependency field. Hence we must consider the 
generalization and dependency fields also for 
modification of the system along with the 
understandability. Generalization (Inheritance) field 
modification would be applicable to the sub classes 
of the given class. By considering average case 
modification half of  the subclasses need to modified 
when modifying one class. 

 
Individual class Modifiability (ICM) is as follows 

ICM of a class ICMi = ICUi + (Sub-Ci /2) + NDi 

ICMi is the i
th 

class Modifiability. 

Sub-Ci is the Number of Sub classes of the i
th

 class. 

NDi is the Number of the Dependencies of the i
th

 
class. 

 SM of the system  =  

SU + ∑
n
i=1((Sub-Ci  /2) + NDi) / n 

 

 

IV. VALIDATION OF PROPOSED 

METRICS 
 The statistical evaluation of the software 
metrics can be done against the satisfaction of the 
weyker’s properties leads to good metrics for future 
use. Here our proposed metrics based on the OO 
class design diagrams not the inside data and 
methods of the class. Hence here also some of the 
weyker’s properties(7,9)were not suited for our 

proposed metrics which were already not suited for 
the well-known metrics like DIT, NOC, NAC, NDC, 
AID, AU, AM because those metrics also  developed 
based on the classes not the inside information of the 
classes.  

 

Property-1: Non-Coarseness: 
 The class A and class B must show the 

different metric values mean M (A) ≠M (B). The 
figure-1 from the Appendix-A shows the different 
metric values for different classes. Hence weyker’s 
property-1 Non Coarseness is satisfied by our 
proposed SU and SM metrics. 

 

Property-2: Granularity: 
 This property requires that the same metric 
value pose by different cases. Finite set of 
applications deals with the finite set of classes, hence 
this property satisfied by any metric designed at class 
level [19]. Here our proposed SU and SM metrics 
were also developed based at the class level. Hence 
our proposed metrics also satisfied the Granularity 
property. 

 

Property-3:Non-Uniqueness (Notion of Equivalence): 
 This property states that equal complexity 
values shown by the two different classes A and B 
for the given metric mean M (A) =M (B). The two 
different classes have the equal metric value. The 
firure-1 from the Appendix-A shows that same metric 
result given by the different classes. Hence our 
proposed SU and SM metrics were also satisfies the 
Non-Uniqueness property successfully. 

 

Property-4: Design details are Crucial: 
 The property-4 specifies that same function 
performed by two different designs but the metric 
value not giving equal result. Suppose class A and 
Class B designs are different but functions of the 
designs are same M(A) is not equal to the M(B).our 
metrics SU and SM are design implementation 
dependent means for the different designs they give 
the different metric values .  Hence our proposed 
metrics were satisfies the weyker’s fourth property. 

 

Property-5: Monotonicity: 
  This property states that 
combination of two different classes metric value 
must be greater than or equal to the individual 
classes. Suppose Class A and Class B are the two 
different classes the metric value of the combination 
classes at least M (A+B) ≥M (A) and M (A+B) ≥       
M (B). 

Here three possible cases must be existed. 
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(i) When class A and class B are siblings 

As per our proposed SK metrics the 
figure-2 of Appendix-A shows that 
class 17 is having the ICU is 5 and ICM 
is 6. Class 18 shows the ICU is 5 and 
ICM is 6. When combined both the 
classes (17+18) gives the ICU value 6 
which is greater than the individual 
classes 17 and 18. ICM value of the 
class (17+18) is 8 which is greater than 
the individual metric values of the 
classes 17 and class 18. So M (A+B) ≥           
M (A) and M (A+B) ≥ M (B) condition 
was satisfied in this situation. 

Hence first case of the Property-5 
was satisfied by our proposed metrics. 

 
(ii) When one class A is child of another 

class B. 

Consider the figure-3 of Appendix-
A says that class 16 is having the ICU 
value is 6 and ICM value is 8. Class 17 
has the ICU value as 5 and ICM value 
as 6. When combining the both of the 
classes as class (16+17) gives the ICU 
value is 8 and ICM value is 10.5. The 
ICU and ICM metric values of the class 
(16+17) greater than the metric values 
of the individual classes. Here also      
M (A+B) ≥ M (A) and M (A+B) ≥       
M(B) condition was satisfied 
successfully. 

Hence second case of the Property-
5 was satisfied by our proposed metrics. 

 
(iii) When class A and B are neither siblings 

nor children of each other. 

As per shown in figure-4 of 
Appendix-A states that class 5 is having 
the ICU metric value is 3 and the ICM 
metric value is also 3. Class 9 shows the 
ICU value is 6 and ICM value is 7.5. 
The combination of the both classes 
class (5+9) gives the ICU value is 8 and 
the ICM metric value is 9.5. The ICU 
and ICM metric value of the class (5+9) 
is greater than the metric values of the 
individual classes.The M (A+B) ≥        
M (A) and M (A+B) ≥M (B) condition 
was satisfied. 

 

Hence Third case of the Property-5 was 
satisfied by our proposed metrics. 

The property-5 of weyker’s was also 
satisfied by our system level SK metrics (SU & SM) 
by consider the two system designs and then 
combining the two designs. 

Property-6: Non-equivalence of Interaction 

  This property-6 states that if class A and 
class B shows the equal metric values but the 
interaction of the  other class C with these both  of  
the classes individually need not be equal. 

If M(A)=M(B) but not satisfy that 
M(A+C)=M(B+C) 

 The figure-1 of the Appendix -A shows that 
class17 and class18 have the equal ICU metric value 
5 and also equal ICM metric value 6. The 
combination of class16 and class17 leads to figure-5 
of Appendix-A gives the ICU metric value is 8 and 
ICM metric value 12. Class-18 and class-16 
combination shown in figure-6 of Appendix-A gives 
the resultant ICU metric value is 6 and ICM metric 
value 7.5. So the ICU and ICM metric values of the       
class (16+17) are not equal to the metric value of 
class (16+18). Hence the ICU metric satisfies the 
Property-6 of weyker’s successfully.  

 The weyker’s property-6 was also satisfied 
by our proposed SK metrics (SU&SM) by adding the 
new system design to the two equal metric existing 
system designs individually leads to the different 
results. 

 

Property-7: Importance of Permutation 
 This property-7 states that in the process of 
permutation of the program statements the metric 
values of the programs can be changed. This property 
applicable in traditional programming which can 
utilize the inside data of the program like as order of 
the if – else blocks can show the significant effect 
change of program logic. This property not 
applicable to OOD metrics suggested by cherniavsky 
and smith[7].our proposed SK metrics were also 
based on the OO design .Hence SU and SM metrics 
do not satisfy the weyker’s property-7. 
 

Property-8: Renaming Property 
  This property states that if name of the 
entities changes the metric values of the entities need 
not changed. Our proposed metrics are based on OO 
design means we take the class names as entities. If 
class names are change the values will not change in 
our SK metrics because our metrics are not 
depending on the class names. Hence our proposed 
SK (SU & SM) metrics satisfies the weyker’s 
property-8 in effective manner. 
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Property-9: Increased Complexity with Interaction 
  This property-9 states that the addition of 
the two individual classes class-A and class-B metric 
values are less than or equal to the metric values of 
the combination of two classes i.e. 

M (A) +M (B) ≤ M (A+B) 
As per shown in weyker’s property-5 with three 

cases this property-9 also must satisfy the all cases. 
The weyker’s property-9 is not suitable for structural 
inheritance metrics[3],[18].This property is not 
satisfied by our proposed metrics because in the class 
diagram oriented designs gives the metric values of 
two combined classes is slightly greater or equal to 
the individual class metric values. In any case the 
addition of the individual class metric values not less 
than or equal to the combined classes metric value. 
Hence our proposed SK metrics (SU &SM) are not 
satisfies the weyker’s property-9. 

 

V. COMPARISON WITH OTHER 

METRICS 
 Here our proposed metrics SU and SM for 
the Understandability and Modifiability are compared 
to existing proven and well-known metrics. The 
comparison of our metrics with the metrics named as 
DIT, NOC, NAC, NDC, AID, AU and AM. The 
reason behind the comparison is our metrics were 
also developed based only on the OO class design not 
focused on the inside data of the classes. Here the 
comparison table was given below. 

 
TABLE I:  MEASUREMENT OF OO METRICS IN VIEW OF 

WEYKER’S PROPERTIES. 

 D

I 

T 

N  

O 

C 

N 

A 

C 

N 

D 

C 

A

I

D 

A

U 

A

M 

S 

U 

S 

M 

1 √ √ √ √ √ √ √ √ √ 

2 √ √ √ √ √ √ √ √ √ 

3 √ √ √ √ √ √ √ √ √ 

4 √ √ √ √ √ √ √ √ √ 

5 × √ × × × × × √ √ 

6 √ √ √ √ √ √ √ √ √ 

7 × × × × × × × × × 

8 √ √ √ √ √ √ √ √ √ 

9 × × × × × × × × × 

√ - weyker’s property satisfied by the metric. 
× - weyker’s property not satisfied by the metric. 

 

From the above table shown OOD metrics 
we found that some properties of weyker’s were not 
satisfied because those metrics were not suited for 
class level design metrics in OO paradigm. Our 
proposed metrics are also not satisfies the 
weyker’s(7,9) properties as per all the well-known 
metrics remaining 7 properties of weyker’s satisified 
by our proposed metrics in effective manner.  

VI. CONCLUSION & FUTURE WORK 
 Software maintainability shows the 

considerable effect on the software quality. Software 
maintainability depends on the understandability and 
modifiability factors rater than other factors. In this 
paper we proposed SK(SU & SM) metrics for 
calculating the understandability and modifiability of 
the system. Here we observed that the 
understandability and modifiability of a system in 
OOD must depend on the structural properties of the 
system. These structural properties are not only 
generalizations (Inheritance) but also associations, 
dependencies and aggregations of the system design. 
Here we derived individual metrics for 
understandability (SU) and modifiability(SM) and 
validated with well-known weyker’s properties. In 
the validation process with weyker’s metrics also we 
got the good results compared other well-known 
metrics earlier existed. 

 We already derived metrics for only two 
factors of maintainability (i.e., understandability and 
modifiability) with structural properties of the 
system. We observed that Analyzability also depend 
on the structural properties of the system. In future 
we want to concentrate on the structural properties 
lead to give the metric for the analyzability which is 
one of the important factors of the maintainability. 
We want to focus on the dependency, aggregation 
and association factors of structural properties of the 
system those may show the considerable effect on the 
system understandability. With the help of this 
understandability, modifiability and analyzability 
metrics we want get the effective results for system 
maintainability compared with  developed models 
using regression process. 
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Appendix-A 

 

Figure-1 :UML Class representation base diagram Weyker’s Properties validation. 

 

Figure-2: UML Class representation diagram Weyker’s Property 5(i) validation. 

 

Figure-3: UML Class representation diagram Weyker’s Property 5(ii) validation. 
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Figure-4: UML Class representation diagram Weyker’s Property 5(iii) validation. 

 

Figure-5: UML Class representation diagram Weyker’s Property 6-a validation. 

 

Figure-6: UML Class representation diagram Weyker’s Property 6-b validation. 
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Abstract—The aim of this paper is to propose a hybrid
classification algorithm based on particle swarm optimization
(PSO) to enhance the generalization performance of the Adaptive
Boosting (AdaBoost) algorithm. AdaBoost enhances any given
machine learning algorithm performance by producing some
weak classifiers which requires more time and memory and
may not give the best classification accuracy. For this purpose,
We proposed PSO as a post optimization procedure for the
resulted weak classifiers and removes the redundant classifiers.
The experiments were conducted on the basis of four real-world
data sets: Ionosphere data set, Thoracic Surgery data set, Blood
Transfusion Service Center data set (btsc) and Statlog (Australian
Credit Approval) data set from the machine-learning repository
of University of California. The experimental results show that
a given boosted classifier with our post optimization based on
particle swarm optimization improves the classification accuracy
for all used data. Also, The experiments show that the proposed
algorithm outperforms other techniques with best generalization.

I. I NTRODUCTION

Nowadays there is tremendous amount of data being
collected and stored in databases everywhere across our
realm. It is easy now to find databases with Terabytes - about
1,099,511,627,776 bytes - of data in enterprises and research
fields. Numerous invaluable information and knowledge buried
in such databases; and without facile methods for extracting
this buried information it is practically impossible to mine for
them. Many algorithms were created throughout the decades
for extracting what is called nuggets of knowledge from
large sets of data. There are several diverse methodologies to
approach this problem: classification, clustering, association
rule, etc. our paper will focus on classification [1] [2] [3].

Classification is one of the most frequently studied problems
by data mining and machine learning researchers [2]. Classi-
fication consists of predicting a certain outcome based on a
given input. A classifier is a function or an algorithm that maps
every possible input (from a legal set of inputs) to a finite set
of classes or categories[4]. Adaptive Boosting (AdaBoost) is a
widespread successful technique used to boost the classifica-
tion performance of weak learner. Hu et al. [5] proposed two
algorithms based on AdaBoost classifier for online intrusion

detection. They used the traditional AdaBoost where decision
stumps are used as weak classifiers in the first algorithm. In the
second algorithm, online Gaussian mixture models (GMMs)
are used as weak classifiers to improve online AdaBoost
process. The second algorithm showed a better performance
in the experiments than the traditional AdaBoost process that
uses decision stumps. Another improved AdaBoost algorithm
named (ISABoost) proposed by X. Qian et al. [6] and applied
in scene categorization. In ISABoost the inner structure of
each trained weak classifier is adjusted before the traditional
weights determination process. ISABoost algorithm after inner
structure adjusting in each iteration of AdaBoost learning
selects an optimal weak classifier and determines its weight.
Three scene data sets used in Comparisons of ISABoost and
traditional AdaBoost algorithms, where Back-propagation net-
works and SVM are served as weak classifiers, and ISABoost
verified its effectiveness.

Choi et al. [7] presented a novel multiple classifier sys-
tem -termed ”classifier ensemble”- based on AdaBoost for
tackling false-positive (FP) reduction problem in Computer-
aided Detection (CADe) systems, especially of mass abnor-
malities on Mammograms. Different feature representations
were combined with data resampling based on AdaBoost
learning to create the ”classifier ensemble”. Adjusting the
size of a resampled set is the effective mechanism used
by classifier ensemble to regulate the degree of weakness
of the weak classifiers of conventional AdaBoost ensemble.
Support Vector Machines (SVM) and Neural Network (NN)
with back-propagation algorithm were used as base classifiers
and applied on Digital Database for Screening Mammogra-
phy (DDSM) DB. The area under the Receiver Operating
Characteristics (ROC) was the used criterion to evaluate the
classification performance and the comparative results showed
the potential clinical effectiveness of the proposed ensemble.

As the AdaBoost approach produces a large number of
weak classifiers, Particle Swarm Optimization (PSO) has the
potential to automatically elect a good set of weak classifiers
for AdaBoost and improve the algorithm performance. Our
goal is to optimize the AdaBoost algorithm performance using
the Particle Swarm Optimization technique.
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The rest of this paper is organized as follows: Brief intro-
duction of AdaBoost and Particle Swarm Optimization (PSO)
algorithms are introduced in Section (II). The details of the
proposed algorithm is presented in Section (III). Section (IV)
shows the data sets and experimental results. Conclusions are
discussed in Section (V).

A. AdaBoost

The AdaBoost algorithm is frequently used boosting method
proposed by Freund and Schapire [8] which was a kind
of boosting algorithms proposed by Schapire in 1990 [9].
AdaBoost algorithm is used to boost the classification perfor-
mance of a weak learning classifier by combining iteratively a
collection of weak classifiers to form a stronger classifier. The
weak classifiers are combined by AdaBoost by taking into
account a weight distribution on the training samples such
that more weight is assigned to samples misclassified by the
previous iterations [10].

The AdaBoost algorithm takes as input a training set
(x1, y1), (x2, y2), ..., (xm, ym) where each instancexi ∈ X,
and each labelyi ∈ {−1, +1} [8][10][11].

On each iterationt = 1, ..., T , a distributionDt is computed
over them training instances whereT is the number of weak
classifiersct:

D(i)
m = 1/m, i = 1, 2, ...,m. (1)

The given weak classifier or weak learning algorithm is applied
in each iterationt to find a weak hypothesis

ct : X −→ {−1,+1}, (2)

Where the aim of the weak learner is to find a weak hypothesis
with low weighted errorεt relative toDt

εt = Σm
i=1D

(i)
t , [yi 6= ct(xi)]. (3)

then update the DistributionDt over them training examples
in each iteration

D
(i)
t+1 = D

(i)
t exp(−αtyict(xi))/Zt, i = 1, 2, ...,m. (4)

where,

αt =
1
2

ln
1− εt

εt
(5)

andZt is a normalization factor. AfterT iterations the final
strong classifier is:

c(X) = sign(ΣT
t=1αtct(X)) (6)

B. Particle Swarm Optimization

Particle Swarm Optimization (PSO) was proposed by
Kennedy and Eberhart in [12]. PSO is one of the latest evo-
lutionary optimization techniques for continuous optimization
problems. It simulates the social behavior of bird flocks or fish
schools. In this social group, there is a leader who presents
the best performance and guides the movement of the whole

swarm. The movement of each particle is directed by the leader
and its own knowledge. Thus, the behavior of each particle is
a compromise between its individual memory and a collective
memory [13], [14], [15].

The canonical PSO algorithm consists of a swarm of
particles, which are initialized randomly with a population
of candidate solutions. They move iteratively through then-
dimension problem space to search the new solutions, where
the fitness function can be calculated as the certain qualities
measure. Each particle i has a position represented by a
position-vector~xij (i andj are the index of the particle and its
dimension), and a velocity represented by a velocity-vector~vij

[16], [17], [18]. In each iterationt, the update of the velocity
from the previous velocity to the new velocity is calculated
by Eq. (7) .

vij(t + 1) =
{

wvij(t) + c1r1(Pij(t)− xij(t))
+c2r2(Gj(t)− xij(t))

(7)

where w is called the inertia weight, which governs how
much the pervious velocity should be retained from the
previous time step ,r1 andr2 are random numbers chosen in
the interval [0,1] for thej-th dimension of thei-th particle.c1

andc2 is are positives constants called as social and cognitive
coefficients,Pij(t) is the personal best (pbest) position, which
is defined as a vector with the best fitness function value
achieved by the particle in the past andGj(t) is the global
best (gbest) is used to record the position with the best fitness
function value achieved by the all the particles in the past. The
new position is then determined by the sum of the previous
position and the new velocity by Eq. (8).

xij(t + 1) = xij(t) + vij(t + 1). (8)

From Eq. (7), a particle decides where to move next, consid-
ering its own experience, which is the memory of its best past
position, and the experience of its most successful particle
in the swarm. In the particle swarm algorithm, the particle
searches the solutions in the problem space with a range
[−s, s]. In order to to prevent the particle from flying away out
of the search scope, the velocity is restricted on the interval
[−vmax, vmax] given in Eq.(9):

vij = sign(vij)min(|vij | , vmax). (9)

Where the value ofvmax is p× s, with 0.1 ≤ p ≤ 1.0 and is
usually chosen to bes, i.e. p = 1. A given maximum number
of iterations, number of iterations without improvement, or
minimum fitness function error can be used as a stop criterion.

II. T HE PROPOSED ALGORITHM

AdaBoost algorithm is a sequential forward search proce-
dure based on the greedy selection strategy. Because of this
strategy, the resulted weak classifiers and their coefficients are
not optimal. We proposed PSO as a post optimization proce-
dure for the resulted weak classifiers, removes the redundant
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Fig. 1. The proposed algorithm

classifiers and leads to shorter and better final classification
performance.

According to the model of the AdaBoost algorithm
that the weighted combination of weak learning classifiers
{c1, c2, ..., cT } composec(X) = sign(ΣT

t=1αtct(X)) , the
final boosted classifier. Unfortunately the strong classifier
comprises more weak classifiers requiring more memory and
more time to evaluate and may produce less classification
accuracy. To solve this, we propose a hybrid approach based
on PSO as optimization algorithm. This algorithm (as shown
in Fig. 1) elects the optimal weak classifiers with their weights
as follows:
1st : Train the AdaBoost using the training data set. After T
iterations of AdaBoost training, now we have T number of
weak classifiersct with their weightsαt which form the final
strong classifierc(X), then the performance of the system with
the testing data set is measured.
2nd : Initialize particle population, each particle in the evolv-
ing population is a binary vector q composed of(q1, q2, ..., qT )
denoting the weak classifiers which constitute the final strong
classifier. The particles move iteratively through the X-
dimension , where each particle has a position set to 1 or 0
−denoting the weak classifier appearance or absence− which
can be calculated according to the fitness function:

f(q) = 1− Eq (10)

where Eq is the error corresponding to the particle q. It is
obvious thatEq expresses the fitness of q in the way that the
smallerEq is, the better q is. Each particle is updated in each
iteration following the equations (7)− (9).
3rd : In this step we use the resulted best binary vectorQ to
determine the final classifiers with their corresponding weights
and then the optimal boosted classifier is calculated.

III. DATA SETS AND EXPERIMENTAL RESULTS

We have run our experiments using Matlab 12, on a system
with a 2.30 GHZ Intel(R) Core(TM)i5 processor and 512 MB
of RAM running Microsoft Windows 7 Professional (SP2).

The real-world data sets used throughout the paper to test
our algorithm are: Ionosphere data set, Thoracic Surgery data

TABLE I
PROPERTIES OF DATA SETS

Propertiesof data sets Ionosphere ThoracicSurgery btsc Statlog
No. Of classes 2 2 2 2
No. Of examples 351 470 748 690
No. Of attributes 34 17 5 14

TABLE II
COMPARISON OFTHE BOOSTEDCLASSIFIERSWITHOUT AND WITH

POST-OPTIMIZATION FOR IONOSPHERE DATA SET

AdaBoost PSO AdaBoost AdaBoost
classifiers accuracy accuracy
8 87.8 % 86.85%
16 87.92% 85.14%
24 88.03% 86.28%
32 88.51% 87.42%
40 88.76% 88.57%
48 89.25% 88.57%
Average 88.37% 87.13%

set, Blood Transfusion Service Center data set (btsc) and
Statlog (Australian Credit Approval) data set . Data sets are
obtained from the machine-learning repository of University
of California [19]. A detailed description of the data sets is
shown in Table I.

The parameters used for evolution were: In PSO,c1 = c2 =
2.0, vmax = 4, w was linearly decreased from 0.9 to 0.4, The
PSO terminates if there is no found better individual within
the next 10 generations.

From the experiment results shown in Table II, we can
see that the accuracy of the classification for Ionosphere
data set is increased by 1.24 % due to the Particle Swarm
Optimization. The accuracy of the classification for Thoracic
Surgery data set and Blood Transfusion Service Center data
set are also increased by 1.57 % and 2.81 % respectively,
as shown in Tables III and IV. While Table V shows that
accuracy of the classification for Statlog data set is slightly
increased by 0.32 %.

The results along with the comparison to other existing
methods using Ionosphere data set, Thoracic Surgery data set,
Blood Transfusion Service Center data set and Statlog data
set are shown in Tables VI,VII, VIII and IX respectively.
We found that generally the results achieved by the proposed
method are higher than other techniques for all used data
sets. The experimental results have demonstrated that a given
boosted classifier with our post optimization based on Particle
Swarm Optimization increases the classification accuracy.

IV. CONCLUSION

The main aim of this paper is presenting a hybrid algorithm
based on PSO to enhance the classification performance of
the final classifier resulted from AdaBoost algorithm. Through
the implementation of our algorithm, the experiments were
conducted on the basis of four real-world data sets from the
machine-learning repository of University of California. The
experimental results showed that a given boosted classifier
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TABLE III
COMPARISON OFTHE BOOSTEDCLASSIFIERSWITHOUT AND WITH

POST-OPTIMIZATION FOR THORACIC SURGERY DATA SET

AdaBoost PSO AdaBoost AdaBoost
classifiers accuracy accuracy
8 83.6 % 82.13 %
16 81.87% 81.28%
24 80.68 % 80.43 %
32 82.33 % 80 %
40 82.11% 80.43%
48 81.77% 78.72%
Average 82.06% 80.49%

TABLE IV
COMPARISON OFTHE BOOSTEDCLASSIFIERSWITHOUT AND WITH

POST-OPTIMIZATION FOR BLOOD TRANSFUSIONSERVICE CENTER DATA

SET

AdaBoost PSO AdaBoost AdaBoost
classifiers accuracy accuracy
8 78.38% 78.34%
16 77.69% 71.39%
24 78.03% 73.52%
32 77.81% 74.86%
40 76.62% 74.86%
48 76.72% 75.40%
Average 77.54% 74.73%

TABLE V
COMPARISON OFTHE BOOSTEDCLASSIFIERSWITHOUT AND WITH

POST-OPTIMIZATION FOR STATLOG DATA SET

AdaBoost PSO AdaBoost AdaBoost
classifiers accuracy accuracy
8 83.94% 83.76%
16 83.82% 83.47%
24 84.46% 83.76%
32 83.76% 84.92%
40 85.97% 84.92%
48 86.02% 85.21%
Average 84.66% 84.34%

TABLE VI
CLASSIFICATION ACCURACY COMPARISON OFMACHINE LEARNING

ALGORITHMS USING IONOSPHERE DATA SET

classifiers ClassificationAccuracy
BP Neural Network Classifier [20] 81.75%
RBF Neural Network [20] 82.78%
SVM Classifier [20] 84.46%
PSO SVM [20] 82.78%
K-nn [21] 86.3%
Naive Bayes [21] 87.8 %
PSO AdaBoost(proposed) 88.37%

TABLE VII
CLASSIFICATION ACCURACY COMPARISON OFMACHINE LEARNING

ALGORITHMS USING THORACIC SURGERY DATA SET

classifiers ClassificationAccuracy
PART[22] 76.59%
Nave Bayes[23] 77.74%
Multilayer Perceptron[23] 80.91%
BoostedNave Bayes[23] 78.32%
BoostedMultilayer Perceptron[23] 80.70%
BoostedJ48[23] 79.34%
PSO AdaBoost(proposed) 82.06%

TABLE VIII
CLASSIFICATION ACCURACY COMPARISON OFMACHINE LEARNING

ALGORITHMS USING BLOOD TRANSFUSIONSERVICE CENTER DATA SET

classifiers ClassificationAccuracy
Online discretization [24] 75.63%
CAIM [24] 75.63%
Modified CAIM without merging stage [24] 75.63%
Modified CAIM with merging [24] 75.63%
LR [25] 77.14%
NN [25] 75.55%
ELM[25] 76.20%
GBM [25] 76.34%
RF [25] 75.05%
PSO AdaBoost(proposed) 77.54%

TABLE IX
CLASSIFICATION ACCURACY COMPARISON OFMACHINE LEARNING

ALGORITHMS USING STATLOG DATA SET

classifiers ClassificationAccuracy
IDE3[26] 71.5 %
C4.5 [26] 84.2 %
AdaboostC4.5[27] 84.01%
BaggingNB [27] 77.81%
AdaboostNB [27] 81.16%
MAdaBoostSVM [28] 81.20%
SingleSVM[28] 79.86%
Arc-x4 SVM [28] 78.94%
AdaBoostSVM [28] 79.16%
K-nn [21] 57.5 %
CN2 [21] 84.2 %
PSO AdaBoost(proposed) 84.66%

with our post optimization based on particle swarm opti-
mization performed quite well and improved the classification
accuracy for all four data sets used with maximum accuracy
increasing 2.81 % for Blood Transfusion Service Center data
and minimum accuracy increasing 0.32 % for Statlog data
set. The experiments also showed that the proposed algorithm
outperforms other techniques applied on the same data.
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Abstract—the actual management of Renewable Energy 

(RE)project is involving a large number of stakeholders in an 

uncertainty and dynamic environment. It is also a multi-

dimensional process, since it has to consider technological, 

financial, environmental, and social factors. Multicriteria 

Decision Analysis appears to be the most appropriate approach 

to understand the different perspectives and to support the 

evaluation of RE project. 

This paper aims to present an intelligent decision support system 

(IDSS), applied to renewable energy field. The proposed IDSS is 

based on combination of the binary preference relations and the 

multi-criteria k-means algorithm. An experimental study on a 

real case is conducted. This illustrative example demonstrates the 

effectiveness and feasibility of the proposed IDSS 

 

Keywords-Artificial Inteligence; Decision Support system, 

Multicriteria relation Clustring; k-means algorithm. 

 

I. INTRODUCTION 

The last decade have known a new deploy of Intelligent 

Decision Support System (IDSS). In the case of Renewable 

Energy (RE), the deal has just begun and many researchers 

have tried to build and improved new DSS enable to support 

and assist their local decision makers [1]. Moreover, the RE 

field provides considerable new challenges given that it 

requires more intelligent algorithms and models that can solve 

problems in an uncertainty and dynamic environment. It is 

widely approved that the real decision-making process is multi-

dimensional, including numerous stakeholders and considering 

various factors. Therefore, Multi-criteria Decision Analysis 

(MCDA) is the most appropriate approach to understand the 

different perspectives and to support the development of 

appropriate intelligent algorithm. This research aims to 

improve a local IDSS able to assist stakeholders on their real 

decision problems. For this purpose a new relational multi-

criteria model is proposed based on the multi-criteria k-means 

algorithm defined by De Smet and al. [8] and on the preference 

function commonly used on the PROMETHEE method.  

This paper is organized as follows: the first section presents the 

related works. The second section explains the basic concepts 

to be used in the improvement of our model. The third section 

presents the proposed IDSS. Finally, an illustrative example is 

given in section five. This example is applied to solve local 

renewable energy project management. 

II. RELATED WORKS 

The IDSS approach is combining the Decision Support System 

(DSS) and the Artificial Intelligent (AI) techniques.  

The DSS is a tool based information system that support 

decision makers in various levels such as planning, managing 

and organizing. In practice, it used databases and models to 

solve complex problems. Recent research demonstrated that 

the introduction of the AI techniques, enable the decision 

support system to reproduce the human capabilities as closely 

possible. Some research in IDSS [2], focused on enabling 

systems to encode the cognitive behaviors of human experts 

using predicate logic rules. So, an ideal IDSS [3] is able to 

work like a human consultant who is supporting decision 

making by analyzing, identifying, diagnosing problems and 

finally proposing possible solutions. 

Multicriteria Decision Analysis (MCDA) deals with the 

process of making decisions in the presence of multiple 

objectives [4]. This approach can be used to solve three main 

problems: the choice problem, the ranking problem and the 

sorting problems. In MCDA field, different methods that are 

based on the following approaches can be used:  

 The top-down approach, seeks to aggregate the “n” 

criteria into a single criterion, it supposed that the 

judgment are transitive (ex: a>b and b>c so a>c). 

Example of such approach is the AHP/ANP and the 

MAUT method. 

 The Bottom-up approach, tries to compare potential 

alternatives to each other and set up relationships between 

themes. PROMETHEE and The ELECTRE method are 

examples of such approach. 

 The local aggregation, which tries to find an ideal solution 

in the first step. Then, proceeds to an iterative search to 

find a better solution. Such as the VIKOR and TOPSIS 

method. 

In the multicriteria decision aid field, a lot of attention has been 

given to the relational multicriteria clustering. The clustering is 
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the process that categorizes data into clusters. Each cluster 

includes elements, which have a maximum similarity with each 

other and maximum dissimilarity with the element of other 

clusters [5]. Clustering is mainly studied in data mining filed, 

where large data sets with many attributes of different types are 

considered. De Smet and al. [6] have proposed a new extension 

of the traditional k-means algorithm. Its contribution is focused 

on the use of the binary preference relations between the 

actions to define the distance between clusters. This new 

concept of multicriteria distance; make the use of the k-means 

algorithm in the multicriteria decision making context more 

feasible. However, the real utilization of this new multicriteria 

algorithm is a difficult task. In consequence, this study tries to 

propose the use of the relational clustering approach in the 

determination of the new profile of each centroid. The next 

section will present the basic concepts that were used in the 

conception of the proposed hybrid algorithm. 

III. RELATIONAL MULTICRITERIA DECISION AID 

CLUSTRING 

A. Basic Concepts 

Let 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛} be a set of “n” elements called 

‘alternatives’ and let 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑚}  be a set of “m” 

elements called ‘criteria’. The clustering model considers the 

following relations: Preference (P), Indifference (I), and In-

comparability (J), which result in the comparison between two 

actions𝑎𝑖and 𝑎𝑗 

{
 
 

 
 

𝑎𝑖𝑃𝑎𝑗𝑖𝑓𝑎𝑖𝑖𝑠𝑝𝑟𝑒𝑓𝑒𝑟𝑑𝑡𝑜𝑎𝑗
.

   𝑎𝑖𝐼𝑎𝑗𝑖𝑓𝑎𝑖𝑖𝑠𝑖𝑛𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑡𝑜𝑎𝑗
.

       𝑎𝑖𝐽𝑎𝑗𝑖𝑓𝑎𝑖𝑖𝑠𝑖𝑛𝑐𝑜𝑚𝑝𝑎𝑟𝑎𝑏𝑙𝑒𝑡𝑜𝑎𝑗}
 
 

 
 

        (1) 

The three relations <P; I; J> make up a preference structure on 

‘A’. If both elements 𝑎𝑖and𝑎𝑗 are compared, one and only one 

of the following properties are true: 𝑎𝑖𝑃𝑎𝑗 or 𝑎𝑖𝐼𝑎𝑗or 𝑎𝑖𝐽𝑎𝑗.  

The criteria independency or dependency is an important 

question that needs to be analyzed, because the clustering 

procedure takes into account the preference scale implied by 

the criteria. Therefore, in this research, the criteria set,𝐶 =
{𝑐1, 𝑐2, … , 𝑐𝑚} is split into the selectability criteria and 

rejectability criteria. For this purpose, De Smet and al. [8] 

were interested on the extension of the k-means algorithm to 

the multicriteria structure. The basic cognitive process behind 

the method is that all alternatives within the same cluster are 

preferred, indifferent and incomparable. Due to the 

multicriteria nature of the problem, the concept of Euclidean 

distance, so widely used in classification techniques, does not 

appear to be appropriate. To avoid this limitation, a 

multicriteria distance based on the preference structure is 

defined as: 

𝑑(𝑎𝑖𝑎𝑗) = 1 −
∑ |𝑃𝑘(𝑎𝑖)∩𝑃𝑘(𝑎𝑗)|
4
𝑘=1

𝑛
                  (2) 

𝑃𝑘=1,2,3,4 represents the profile of each alternatives 𝑎𝑖  
{P1=𝑰(𝑎𝑖),   P2 =𝐏

+(𝑎𝑖) , P3 = 𝐏−(𝑎𝑖  )  , P4=𝑱(𝑎𝑖)}. 

In the extended version of k-means algorithm, De Smet and 

al., the choice of the centroids of the cluster is based on a 

voting procedure. In their published article, Broudi and 

Bahloul [14], had observed that the use of relation between 

clusters is based on the detection of the dominant relation 

between the alternatives belonging to the same different 

clusters. 

Formally, the frequency of occurrence of a preference relation 

when considering a couple of clusters 𝐶𝑢 and 𝐶𝑣is as follows:  

𝑄𝑆𝑢𝑣= |{(𝑎𝑖 , 𝑎𝑗) ∈ 𝐴   /  𝑎𝑗  ∈ 𝐶𝑢∆ 𝑎𝑗 ∈ 𝐶𝑣∆ 𝑎𝑖 𝑆 𝑎𝑗}|∀ 𝑆 ∈

 {𝐼, 𝑅, 𝑃+, 𝑃−}.                                                    (3) 

 

The proposed measure 𝑄𝑆𝑢𝑣 is computed for each preference 

relation S belonging to the set {𝐼, 𝑅, 𝑃+, 𝑃−} . Then the 

dominant relation can be determined by    

 

S= 𝑎𝑟𝑔 𝑚𝑎𝑥 (𝑄𝑆𝑢𝑣)                                 (4) 

IV. THE PROPOSED MODEL 

A. Proposed Algorithm 

The proposed algorithm offers the possibility to order the 

resulting clustering, which makes an ordered multicriteria 

clustering (OMCC) (see Figure I). 

The idea behind the improvement of this multicriteria 

algorithm is based on the introduction of two concepts [7]:  

 The use of the ideal and negative ideal solution as initial 

centroids: 

A
+
 = (max aij

n/ j ∈ J) and A
-
 = (min aij

n/ j ∈ J′),                 (5) 

where “J”is the number of select ability criteria and J’ is the 

number of reject ability criteria. 

 The second main contribution of this work is due to the 

introduction, for each category of criteria, of a select-ability 

function′fS 
′ and a reject-ability function’fr

′defined as:  

               fS (Ai) =
∑ wj

Saj
n(ai)j=1..J

∑ ∑ wj
Saj
n(ai)j=1..Ji=1..n

                    (6) 

fr (Ai) =

.
∑ Wj

raj
n(ai)j=1..J

∑ ∑ Wj
raj
n(ai)j=1..Ji=1..n

                          (7) 

The index “j” represents the number of the select-able or the 

reject-able criteria. 

The proposed algorithm is an extension of the multicriteria k-
means algorithm presented by De Smet and al. [13]. 

Step 0: The starting point of this approach is a decision 

matrix, which had the following structure:  

[𝑐1…𝑐𝑚] 
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[

𝑎1
⋮
𝑎𝑛
] [

𝑎11 ⋯ 𝑎1𝑚
⋮ ⋱ ⋮
𝑎𝑛1 ⋯ 𝑎𝑛𝑚

] 

 
Where:  

𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛} is a set of the evaluated alternatives, 

𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑚} is a set of criteria according to which the 

decision problem will be evaluated, 

𝑎𝑖𝑗is the value of an alternative i to a criterion j. 

Step 1: Splitting the criteria into two categories: Select-ability 

criteria (Set of criterion to Maximize/Benefit) and Reject-

ability ones (Set of criterion to Minimize/Cost). Note that each 

criterion 𝑐𝑖  had a weight 𝑤𝑖  that reflects the decision maker 

preferences. 

The vector of weightings 𝑊 = {𝑤1 , 𝑤2, … , 𝑤𝑚} should respect 

the following conditions:  

∀𝑤𝑖 ∈ 𝑊𝑤𝑖 ≥ 0 ∑ 𝑤𝑖
𝑖∈1,…,𝑚

= 1  

 

Step 2: Calculate a normalized version of the initial decision 

matrix; it’s a widely used normalization formula [15].This step 

is very important in order to unify the different unit of each 

criterion. The structure of the new matrix can be expressed as 

follows:   

𝑎𝑖𝑗
𝑛 = 

𝑎𝑖𝑗−𝑎𝑗
𝑚𝑖𝑛

𝑎𝑗
𝑚𝑎𝑥−𝑎𝑗

𝑚𝑖𝑛 𝑖 = 1,… , 𝑛;  𝑗 ∈ 𝛺𝑏    (8) 

𝑎𝑖𝑗
𝑛 = 

𝑎𝑗
𝑚𝑎𝑥−𝑎𝑖𝑗

𝑎𝑗
𝑚𝑎𝑥−𝑎𝑗

𝑚𝑖𝑛 𝑖 = 1,… , 𝑛;  𝑗 ∈ 𝛺𝑐,  (9) 

where: 

𝑎𝑗
𝑚𝑖𝑛 = 𝑚𝑖𝑛 1≤𝑖≤𝑛{𝑎𝑖𝑗}, 𝑎𝑗

𝑚𝑎𝑥 = 𝑚𝑎𝑥 1≤𝑖≤𝑛{𝑎𝑖𝑗} (10) 

𝛺𝑏𝑎𝑛𝑑𝛺𝑐 are respectively the index sets of benefit criteria and 

cost criteria and 𝑎𝑖𝑗
𝑛  is the normalized value of 𝑎𝑖𝑗 . 

Step3: Determine the ideal and negative-ideal solutions:  

A
+
 = (max aij

n/ j ∈ 𝐽) and A-
 = (min aij

n/ j ∈ 𝐽′)          (11) 

 

Step4: Calculate the select ability function fs and reject ability 

function fras defined earlier. 

Afterward the profile P (ai) of each alternative is determined  

{P1=𝑰(𝑎𝑖),   P2 =𝐏
+(𝑎𝑖) , P3 = 𝐏−(𝑎𝑖  )  , P4=𝑱(𝑎𝑖)} 

𝑃+(𝑎𝑖) = {
𝑎𝑗 ∈ 𝐴\𝑓𝑠(𝑎𝑖) − 𝑓𝑠(𝑎𝑗) < 0 

𝑎𝑛𝑑𝑓𝑟(𝑎𝑖) − 𝑓𝑟(𝑎𝑗) > 0  
} = 𝑃1(𝑎𝑖)(12) 

𝑃−(𝑎𝑖) = {
𝑎𝑗 ∈ 𝐴𝑓𝑠(𝑎𝑖) − 𝑓𝑠(𝑎𝑗) > 0 

𝑎𝑛𝑑𝑓𝑟(𝑎𝑖) − 𝑓𝑟(𝑎𝑗) < 0 
} =  𝑃2(𝑎𝑖)(13) 

 

𝐽(𝑎𝑖) =

{
 
 

 
 
𝑎𝑗 ∈ 𝐴𝑖𝑓𝑓𝑠(𝑎𝑖) − 𝑓𝑠(𝑎𝑗) < 0 

𝑎𝑛𝑑𝑓𝑟(𝑎𝑖) − 𝑓𝑟(𝑎𝑗) < 0

𝑂𝑟𝑓𝑠(𝑎𝑖) − 𝑓𝑠(𝑎𝑗) > 0 

𝑎𝑛𝑑𝑓𝑟(𝑎𝑖) − 𝑓𝑟(𝑎𝑗) > 0 }
 
 

 
 

=  𝑃3(𝑎𝑖)(14) 

𝐼(𝑎𝑖) = {
𝑎𝑗 ∈ 𝐴𝑎𝑛𝑑𝑖 ≠ 𝑗𝑎𝑛𝑑

𝑎𝑗 ∉ {𝑃+(𝑎𝑖) ∪ 𝑃
−(𝑎𝑖) ∪ 𝐽(𝑎𝑖)}

} = 𝑃4(𝑎𝑖)     (15) 

 

Step5: Before starting the multicriteria k-means algorithm, the 

initialization of the centers by using the ideal and negative 

ideal solution will be done and in each, iteration the 

following calculate will be done. 

 In each Iteration the distance between the profiles 

P(Ai) is calculate as fellow: 

      𝑑(𝑎𝑖𝑎𝑗) = 1 −
∑ |𝑃𝑘(𝑎𝑖) ∩ 𝑃𝑘(𝑎𝑗)|
4
𝑘=1

𝑛
               (16) 

 In each Iteration the profile P(rl) of the centers of 

the new clusters Cl will be calculate as fellow:  

I (r1)= 𝐴𝑟𝑔𝑚𝑎𝑥𝑗𝜖1 ..𝑛(𝐴𝑗 for  𝐴𝑗  𝜖 ⋃ I(Ai)𝑖,𝐴𝑖 ∈𝐶𝑙  }(17) 

P
+ 

(r1)= 𝐴𝑟𝑔𝑚𝑎𝑥𝑗𝜖1 ..𝑛(𝐴𝑗 for 𝐴𝑗  𝜖 ⋃ P+(Ai)𝑖,𝐴𝑖 ∈𝐶𝑙  }  (18) 

P
-
(r1) = 𝐴𝑟𝑔𝑚𝑎𝑥𝑗𝜖1 ..𝑛(𝐴𝑗 for 𝐴𝑗  𝜖 ⋃ P−(Ai)𝑖,𝐴𝑖 ∈𝐶𝑙  }  (19) 

J (r1)= 𝐴𝑟𝑔𝑚𝑎𝑥𝑗𝜖1 ..𝑛(𝐴𝑗 for  𝐴𝑗 𝜖 ⋃ J(Ai)𝑖,𝐴𝑖 ∈𝐶𝑙  }      (20) 

 

Before the applying this model, we need to specify the number 
of clusters. In this study, we suggest that the initial centers will 
include at the minimum the ideal alternative and the negative 
ideal alternative. Afterward, the alternatives are assigned to the 
nearest cluster. To achieve this operation the multicriteria 
distance based on the preference structure is used. 

 
Figure 1 : IDSS Architecture 

 

Criteria 

Alternatives 

𝑎𝑖𝑗
′ =  

𝑎𝑖𝑗   −   𝑎𝑗
𝑚𝑖𝑛

𝑎𝑗
𝑚𝑎𝑥  −  𝑎𝑗

𝑚𝑖𝑛
 𝑖 = 1,…  ,𝑛;  𝑗 ∈  𝛺𝑏  

Data collection 

Data pre-treatment 

Intelligent Algorithm 

 

Distance to center 

K clusters 

Relationnel  

Grouping 

No cluster 

Knowledge Base 
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B. The proposed IDSS 

The proposed IDSS is a cooperative DSS, which allows the 

decision maker to complete and refine the decision 

suggestions before sending them back to the system for 

validation. This system includes three fundamental 

components; the knowledge base, the logical model which is 

based on the above relational multicriteria algorithm and 

finally the user interface.  

The early framework of the proposed IDSS consists of four 

phases:  The first phase is the data collection it includes the 

criteria and the alternatives collection. The second important 

phase is the data pretreatment by determining the criteria 

dependency or independency, by calculating their weight and 

finally by determining the normalized decision matrix. The 

third phase is the algorithm implementation. The fourth 

phase is the results and graphs generation. 

The main strengths of the proposed IDSS are:  

a. Simply use; the user have just to set up the alternatives; 

and the IDSS would propose a list of most important 

criteria that could be chosen by the user to evaluate the 

alternatives. 

b. The real-time decision-making and an interactive mode. 

c. A detailed database that includes specific information 

required to conduct the analysis of the various problems.  

d.  A powerful model, in which the management system is 

responsible for the treatment, including the storage, the 

update and the adjustment. 

 

V. ILLUSTRATIVE EXAMPLE 

In this section, we consider the application of the presented 

approach to a real life problem which is the renewable energy 

project selection. Nowadays, many investors are interesting on 

implementing new renewable energy project around the world. 

The success of the decision making process regarding the 

selection of these projects, depends a lot on the effectiveness 

of the feasibility stage.   

This problem has already been treated in the literature by [8, 9, 

10 and 11]. In this research it was chosen to study six 

alternatives {𝐴0, … , 𝐴5 } according to a set of five criteria 

{ 𝑐0 ,… , 𝑐9}.  Technical, technological, financial and social 

criteria are considered in the selection of the optimal project 

(see Figure 2). Note that, only the criterion 𝑐3 is a benefit one, 

while all the others one is cost criterion. The example is based 

on a set of 6 projects, namely: { 𝐴0, 𝐴1, , 𝐴2, 𝐴3, 𝐴4, 𝐴5}. 
 

TABLE I DECISION MATRIX  

 

 𝐜𝟎 𝐜𝟏 𝐜𝟐 𝐜𝟑 𝐜𝟒 𝐜𝟓 𝐜𝟔 𝐜𝟕 𝐜𝟖 𝐜𝟗 

𝑨𝟎 8 4 1 10 100 1 1 3 1 3 

𝑨𝟏 4 3 9 5 120 9 3 9 3 9 

𝑨𝟐 1 4 8 25 18 8 6 6 4 6 

𝑨𝟑 3 9 1 100 30 4 8 8 9 8 

𝑨𝟒 8 1 1 20 40 3 9 4 1 4 

𝑨𝟓 1 9 6 6 50 6 1 3 9 3 

To illustrate how the proposed IDSS works, a simulation of 

different iterations from the algorithm process applied on a 

decision matrix is presented below. First of all, a preliminary 

phase consists of preparing the input for the algorithm 

(normalized decision matrix, calculate preference functions 

and finally identify sets of profiles for each alternative).  

TABLE II PREFERENCE MATRIX 
 

 𝐴0 𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 

𝐴0 I P- P+ P- P- P- 

𝐴1 P+ I P+ P+ P+ P+ 

𝐴2 P- P- I P- P- P- 

𝐴3 P+ P- P+ I P+ P+ 

𝐴4 P+ P- P+ P- I P- 

𝐴5 P+ P- P+ P- P+ I 

 

The result of this phase can be summarized in a preferences 

matrix (Table II). The created profiles will be the input of our 

algorithm. In our case it’s a multicriteria k-means clustering 

algorithm based on the definition of the aforementioned 

distance between two alternatives.  

An initial set of K=2 clusters is generated first. We have used 

an approach of ideal and negative ideal solution in the 

constructing of this initial partition. The centroids are then 

generated from this initial set of clusters, through their 

profiles; In this case, while choosing 2 clusters on this input 

data, the algorithm proceeds on 3 iterations until the 

stabilization.  

The relations between the created clusters could be explained 

as: 𝐶𝑖𝑃
+𝐶𝐽  means that all alternatives in 𝐶𝑗  are better than 

alternatives in 𝐶𝑖 , same for the relation 𝑃−, a cluster 𝐶𝑖𝑃
−𝐶𝐽 

means that all alternatives in 𝐶𝑗 are worse than alternatives in 

𝐶𝑖. In addition, if K = 6 (number of clusters equal number of 

alternatives), we can order the set of alternatives, in a 

condition that there are no incomparability relations between 

the different clusters. According to the above results, it can be 
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concluded that the A3 project is the best one, while projects A0, 

A2and A4are the worst ones. 

VI. CONCLUSION 

This paper had presented an IDSS based on new relational 

multicriteria k-means algorithm, this system aimed to assist 

decision maker in their decision making process. The 

originality of this approach is due to the use of the research 

resulting from the clustering approaches and the preference 

concept to built new system able to assist stakeholders in the 

decision-making problem.  

These overall optimization results indicate that this new IDSS 

has the capability in handling various complex selection 

problems and can offer optimum solutions under lower 

computational efforts. 
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Abstract - Along with the rapid development of 
information technology and systems that were built 
to support business processes , then the required 
transaction data more quickly and safely . Several 
mechanisms are now widely used transactions with 
NFC include Internet Online Payment , Smart 
Cards , Radio Frequency Identification ( RFID ) , 
Mobile Payment , and others. Where the 
mechanism - the mechanism is designed to simplify 
the user make transactions whenever and wherever 
the user is located . 
Build a new innovation from Checkpoint Apps In 
Rally Car circuits with Method NFC ( Near Field 
Communication ) Android Based Mobile . Basically 
, this is all the user system rally car competition 
organizers who set up several posts in the circuit 
for participants to be able to monitor the 
checkpoint that has been passed the participants 
are provided in each post - checkpoint . 
With the demand for speed in transactions , 
security , and ease of getting information , so the 
research is to discuss the checkpoint information 
on the rally car circuit method NFC ( Near Field 
Communication ) based mobile android . By using 
NFC technology in mobile devices connected to the 
checkpoint transaction process will be done faster , 
saving , and efficient . 
Application Circuit Rally Checkpoint On the 
Method of NFC ( Near Field Communication ) 
Android Based Mobile can monitor the riders who 
are competing at a distance, so the crew team from 
each participating teams and the competition 
committee can see and track the whereabouts of 
the car which had reached a certain checkpoint . 
This application can be run through the android 
mobile to tell him where the car . The workings of 
web monitoring graphs are also features that can 
learn from each checkpoint and rally car so that it 
can be used easily in view of a moving car on the 
racing circuit . Android apps only support the 
devices that already have NFC reader , as in the 
designation as a liaison with NFC card . All mobile 
applications and websites related to the wifi 
network that has been provided so that the system 
can store data and display it on a website 
monitoring. 
Keywords-NFC, Near Field Communication, 
Android, Rally, Checkpoint 

I. INTRODUCTION 
 

1.1 . Background 
Along with the rapid development of information 
technology and systems that were built to 
support business processes , then the required 
transaction data more quickly and safely . Rally 
car competition at many checkpoints that the 
driver was driving by in a live competition by 
passing the post - the post that has been provided 
by the committee . Checkpoints are not allowed 
to be told the race committee , until in the end 
participants will find the post - the post that has 
been provided, but for the trip will be on the 
committee and various instructions tell the 
participants of the competition must be 
considered in order to arrive at the checkpoint or 
the checkpoint . Post - post guarded by the 
committee to record the time of each passing car 
. Registrars are still manually and takes a long 
time . Under these circumstances turns out to 
have less efficiency, speed , and savings , with 
the support speeds up timing and accuracy of the 
information contained determine the success or 
victory of the participants and the race . With the 
demands for speed and ease of transaction 
information , so the research is to discuss the 
checkpoint information on the rally car circuit 
method NFC ( Near Field Communication ) 
based mobile android . 
 
1.2. Purpose 

The purpose of this paper is to build a new 
innovation from Checkpoint Apps In Rally Car 
circuits with Method NFC (Near Field 
Communication) Android Based Mobile. 
Basically, this is all the user system rally car 
competition organizers who set up several 
checkpoints in the circuit for participants to be 
able to monitor the checkpoint that has been 
passed the participants are provided in each post 
- checkpoint. 
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1.3. Problem 
The problems of this paper  : 
How to create applications using the android 
mobile checkpoints as checkpoint reader? 
How to monitor motorists who are competing 
from a distance? 
How do I work to find out the data on each 
checkpoint and rally car? 
How do I create a user friendly application with 
a checkpoint or easy to understand? 
How does NFC so they can relate to android 
mobile? 
How do I network to connect all of the data to be 
connected? 
 
1.4 . Limitations of Application 
Applications only for reading smart tags are 
already in the set . Admin Application only 
menonitoring checkpoint information on each 
participant's race already past the post - 
checkpoint . 
Application client only collects information on 
the device that brought checkpoint . Not discuss 
security applications to share key NFC . 
 
1,5 . Methodology 
The methodology used in completing this 
application with AGILE METHOD are as 
follows : 
 
Data Collection Phase 
At this stage, information retrieval and 
information obtained from the literature study 
books and material - other related materials 
obtained from the Internet . Collection of data 
obtained from various reference books that 
provide a source of information about NFC 
technology and information rules of competition 
rally cars . 
 
Phase Data Processing 
At this stage, requirements analysis and system 
design creation and development of the 
application made to the programming language 
Java , JavaFX , MySQL Database Query , and 
php in favor and 3 pieces of manufacturing 
equipment, NFC cards , some Android Device , 
Wi-Fi Hot - Spot and Laptops as a Server . 
Design Application 
At this stage, design process, design database 
and design GUI for Application on mobile phone 
and PC 
Implementation 
At this stage, make for programming to develop 
application on mobile and PC.  

Test Application 
At this stage, testing for application on mobile 
phone and PC. 
 

II . LITERATURE 
 
2.1 . Understanding NFC 
Currently , Near Field Communication ( NFC ) is 
one of the enablers for computer . NFC is a 
wireless communication technology and short-
range two-way using the 13.56 MHz signal with 
a bandwidth of no more than 424 Kbps . NFC 
technology requires touching two NFC -
compatible devices together for a few 
centimeters . [ 1 ] 
 
2.2. History NFC Technology 
The main vision of the integration of NFC is 
personal and private information such as credit 
card or cash card data into the phone. Therefore, 
security is the most important concern, and even 
short-range wireless communication range 
provided by RFID technology is considered too 
long. Shield is necessary to prevent unauthorized 
people from eavesdropping on a private 
conversation because even without a power 
source, passive tags can still be read more than 
10 meters. This is the entry point where NFC 
technology integrates RFID and NFC contactless 
smart technology in mobile phones. That 
revolution NFC technology is illustrated in 
Figure below. Gray area in Figure 2.1 shows the 
development environment that supports NFC 
technology directly. [1] 

 
                  Figure 1. Grow up of NFC        
 
2.3. NFC On Device 
User awareness is important to do NFC 
communications. The first user to interact with 
smart objects such as NFC tags, NFC reader, or 
other NFC-enabled mobile phone using the 
mobile phone. [1] 

Grow up of NFC 
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                  Figure 2. NFC on Device 
 
 
2.4. Definition of Rally Competition 
At the beginning of the competition, participants 
get at least two sets of instructions. General 
instructions are the basic rules for the event, 
which contains definitions, priorities, and other 
information. Route instructions direct you 
throughout the course of the initial checkpoint 
location to the location of the finish checkpoint. 
Participants will not be lost if the participants 
just follow the route instructions in a clear 
manner. The other type of instruction can 
interact in various ways with the General 
Instructions, Instruction Route, and one another. 
[10] 
 
2.5. Checkpoint 
Checkpoint is a priority that must be achieved in 
every rider rally participants. Each participant 
was required to arrive at a particular checkpoint 
in time that has been set. [10] 
  
 
2.6. Android 
Android is a Linux-based operating system 
designed primarily for touch screen devices 
(touchscreen) mobile such as smartphones and 
tablet computers. [2] 
 

III. SYSTEM DESIGN 
 
3.1. Architecture Application 
All android devices should connect its network 
to a hotspot that has been provided by the 
committee in order to access some features that 
are in need during the competition. Then throw 
parameters for the data from the database server 
to the client computer or android client can 
through the http request method. 
 

 
                      Figure 3. Architecture of 
Application 
 
3.2. Flow Proccess 
Sequence of activities that can be seen in the 
application process checkpoint system includes 
image as below. All the process will be recorded 
on the database storage on the server, therefore 
monitoring for ongoing competition could be 
done.

 
                Figure 4. Flow Proccess of Application  
 

IV. IMPLEMENTATION 
 
Implementation stage is the stage of 
implementation of the system that can be 
operated. At this stage clear about, software 
implementation, Hardware Implementation, 
Database Implementation, Implementation 
Program Installation, Use and Implementation 
Program Interface. 
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4.1. Hardware Specifications 
Table 1 

Hardware spesification on PC 

 
Table 2 

Hardware specification on Android Mobile 

 
 

Table 3 
Hardware specification on NFC card 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2. Software Specification 
 

Table 4 
Software specification on PC 

 
 

Table 5 
Software specification on android mobile  

 
 
4.3. Database Implementation 
 
Creation of databases that have been arranged in 
the system there are several tables that relate to 
each other with another table. Can be seen from 
the picture below, which defines the relationship 
between the tables. 

 
Figure 5. Table on Database 

 
4.4. Implementation  
 
Making the menu on the website that has been 
created there are several options, namely: Home, 

eName

Name 

Name 

Name 

Specification 

Specification

Name Specification 

Name Specification 

Name Specification 
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Car, User Checkpoint, Verification, 
Logout.

 
 

Figure 6. Menu on Website 
 

4.5. Input Implementation  
The login page is one scenario of implementation 
contained in the form of data input username and 
password. Then there are two buttons "Login" 
and "Reset". The title that appears as 
"AUTHENTICATION SYSTEM 
COMPETITION RALLY CAR" as the title of 
the login page. 

 
Figure 7. Form Login 

 
4.6. Process Implementation  
On the implementation scenario, the user is 
mentap android apps on NFC cards that are in a 
spot checkpoint. Here the mechanism of the 
implementation process. 
On the home page there is a blank chart and a 
description of the car and the name of the 
checkpoint on the order of the list is already 
registered. In the detail monitoring list above 
shows a car which had passed the checkpoint. 

 
Figure 8. Chart of Application 

 
If the rider has reached the checkpoint and made 
it to the checkpoint, it will display the text 
"You're number 1 arrived in the checkpoint." On 
display android mobile. 

 
 

Figure 9. Car ID on Mobile Android 
 
The last process in the home, the application will 
change the chart on Car ID: 4d00e80766a33061 
be increased until the checkpoint number 1. Then 
the details of the Ford Rally 1.6 major ranks in 
Kemang checkpoint. Final display can be seen 
from the picture below. 
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Figure 10. Chart of Check point  
 

4.7. Output Implementation  
 
Implementation of real output to display program 
information system built rally car on application 
program check point on the rally circuit method 
NFC (Near Field Communication) Android 
Based Mobile. For more details, the 
implementation of the output can be seen below. 

 
Figure 11. Rally Point Reader on Mobile 

Android  
 
 
 
 

Output Car Information Data on Website 
 

 
 

Figure 12.Output Car Information 
 

V. CONCLUSIONS AND SUGGESTION 
 
5.1 . Conclusion 
 
Based on the results and discussion on the 
implementation can be concluded that the 
Application Circuit Rally Checkpoint On the 
Method of NFC ( Near Field Communication ) 
Android Based Mobile can monitor the riders 
who are competing at a distance, so that the 
competition committee and the participants can 
see and track the whereabouts of the car that has 
reached the certain checkpoint . This application 
can be run through the android mobile to tell him 
where the car . The workings of web monitoring 
graphs are also features that can learn from each 
checkpoint and rally car so that it can be used 
easily in view of a moving car on the racing 
circuit . 
 
5.1 . Suggestion 
 
After review and evaluation so that when the 
perceived need to do application development . 
In terms of performance , innovation , ideas , not 
limited to the processing of data . Application 
development for Circuit Rally Checkpoint On the 
Method of NFC ( Near Field Communication ) 
can be a way hosting server that can be accessed 
through the site , so that viewers at home can 
also watch the passage of the ongoing 
competition . While on the graphic user interface 
in android mobile needs to be made as attractive 
as possible for future development . 
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Abstract-Information Technology (IT) with its wide applications in all aspects of our life is the main feature of our era. It 

is considered as the telltale of development and progress of a country. That is why most countries are implementing IT in 

all areas through the establishment of the concept “e- government”. In this paper, we propose the importance of e-

government, its contents, requirements, and then demonstrate the reality of e- government in the Arab World, discussing 

its challenges and successful strategies. 

KEYWORDS: 

 Information Technology, e-government, e-government in the Arab World. 

 

I.   INTRODUCTION 

Information Technology has the power to change the work pattern, administrations in all areas: upgrading 

performance, gaining the time, money and effort. It provides the possibility of involving citizens and civil society in 

the policy debate, through direct dialogues which help more understanding of citizen needs which leads to make 

optimal decision regarding population and this is why e-government was adopted by most countries in the world [1-

15]. E-government concept has emerged, at the global level, in the end of 1995 when the central mail in Florida 

State, USA applied it on its administration [2-3]. But the official and political birth of e-government concept was 

born in Naples in Italy in March 2001. As a concept, e-government means: the exploitation of information and 

communication technology to develop and improve the management of public affairs by means of official 

government service delivery between both government agencies themselves and between clients by using the internet 

and Information Technology according to certain security guarantees to protect the beneficiary and the author of 

services which can be categorized into three levels:1) Information dissemination in which the data and information 

are disseminated to public; such as data of tax statement. 2) Level in which the beneficiary to fill the tax declaration 

form. 3) the level where the recipient to pay the tax. As example, Brazil is the first country that adopted the system of 

tax declaration over the internet in 1997, and by the end of 1999 about 60% of the tax permits were filled using the 

internet [5-7]. As a tax, many other services can be done over the internet, such as, renovation of passports, airline 

bookings, timing of hospitals, professions and business licenses, etc. Developing and applying e-government concept 

can achieve significant results at all direction: economic, political, and social, on the other hand, it can be considered 

as the way that responds to the aspirations of beneficiaries, institutions and individuals through providing better 

services and can melt the ice of complexity of bureaucratic and routine procedures, and provide access to all services 

and meet the needs of citizens on the basis of fairness, equality and transparency. Moreover, it is the way to activate 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

110 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

the government machinery and develop its performance and ease the administration burden on it. It is the best way to 

store the confidence to the citizens in the administration. In fact, e-government could be described as revolution in 

thinking and implementation, revolution to eliminate the waste of time, effort and resources.  However, this 

advanced technique requires a lot of work such as the establishment of steady, secure and advanced computer 

communication system, appropriate legislative framework and suitable organizational structure for the electronic 

government system. In addition to dissemination of digital culture with the awareness rise of importance of the 

concept of e-government and its benefits for citizens, institutions and government itself. 

CONTENT AND SCOPE OF E-GOVERNMENT: 

The concept of e-government is based on the following important elements such as: a) a compilation of all activities, 

interactive and responsive services which should be uploaded at one single official government portal, b) permanent 

interaction with the public with the ability to provide all necessary requirements regarding information services for 

the citizens, and c) Rapid effective liaison, coordination and performance among the government sectors. 

For example, if we examine the American experience of e-government, we find that it considers most the 

government procurement and trade relations between governments and its sectors, institutions, public, businesses, 

and private sectors and that reflects the economic conditions and mental investment thinking. While, if we consider 

the European experience in e-government, we find it considers the most the consumer and works to protect the 

service of citizen. 

The developing countries go in the middle of these two models, but if we want a real effective successful e-

government, we have to consider the essential structure of e-government, the performance of governmental agents 

and the general culture of citizens. 

To illustrate the content of e-government, one can access the portal of e-western government that announced that the 

compilation of building e-government such as USA (www.usa.gov). It has simple appearance with gateway to the 

three branches of e-government: executive, legislative and judiciary which are the available to all enntrance of the 

institutions, departments of each authorities, and organizations. We can find easily integrated electronically sevices 

in all fields: health care, social security and personal status, immegration, taxation, business, investment, study 

and..etc. Moreover, there is the availabilty for elctronic payment to the services sectores which requier some fees for 

certain cervices. There are also real-time electnonic forms which can be filled and submit digitally, availability of 

search any governmental information using giant advanced research engine, vast amount of information are available 

and many important links are also available. And this really a big challenge that all information are available within 

he technical standars and real-time access to the internet. So, e-government building means, taking into account all 

practise governmental activities in the actual reality must be emittated and uploaded online. 

E-government Building Requierments 

There is a need for many types of requirements for building e-government which can be categorized into Technical 

requierements, Regulatory requierments, Aministrative requierments, Legal requierments, and Human requierments. 

To fulfill all of the listed requiements ,we have to:  

 Solve the problems existing in the real world before moving to the electronical environment; the 

government must provide all necessary information for the citizens thrugh the internet and there must be a 

policy which identify all information, documents and govermental models directly through the internet and 

any new governmental document must be auploaded on the internet. In this context, the most important 

problem faces us is the documentation, since there is effective system for documentation which can upload 

governmental documents in its place  and in real-time. It is very dangerous to build e-giovernment before 

solving such important problems. 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 13, No. 10, October 2015

111 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

 Provide the appropriate strcuture and strategies for building societies which requires creation of electronical 

intercative mediator between the govermental institutions and citizens, so as to provide information directly 

from the event of any commercial operation has been performed earlier, in addition to use the video 

conferencing  to facilitate the communication between the citizen and government  employee. E-

government must reflect the  government’s quest to reinvent itselfe in order to perform its functions 

effectively in the global economy market. E-government is the radical shift in the way of accomplishing its 

deals since the beginning of industry era. 

 Solve all problems related to the legality of commercial exchanches with providing its technical and 

organizational means, since all exchanges dealing with money must uploaded on the internet.such as, the 

posibility of payment bills, various government fees and many other which really need to be discussed 

acording to the law and the accept of electronic payment instead of cash payments. In addition to protect the 

security of electronic communication, respect the privacy and formulation the law of criminal accountability 

of the internet thieves i.e. e-government requires a new effective  and appropriate which can work 

perfectlyin the field of governmental administration. 

 We must draw successful plan for e-government; idetify the applicable goals with managemnet which can 

stimulate the investment apportunitiesand to treat all levels in a realism and transparency way with feedback 

and analysis of what we have achieved and need to be fulfilled in order to insure the availabilty of the 

requiered elements of development. 

The Benefit of E-Government: 

 The application and implementation of e-government have many benefits including: 

 The efficiency of procedures and relationalization of cost: 

 With the evolution of the delivery of government services and streamling regulations and procedures, the 

government can reap  many benefits of e-government for its institutions and private sectors, such as: 

 Raise the level of performance: increase the spead and accuracy of information trasmission between the 

various governmental departments which reduces the duplication of data entryand facilitate the access to 

information from the commercial sectors and citizens. The procedures of recycling electronical information 

culd be completed within standrd time. 

 Increase the accuracy of data: Due to avilability of access to the requested information from the initial point 

of entry. The mutual confidence in validity of data is high and the errors of maual entry are reduced. 

 Reduced the administrative procedures: the availabilty of information with the  digital format, reduces the 

paperwork and mobilization of data manually and the availabilty of electronic submission. 

 The optimal use of human energies: the digital information can be easilly move, manipulate, disseminate 

and reused. 

 Recognized public services: e-government is dedicated to improve the quality of public services, streamline 

the governmental procedures and ease the commercial and bussiness dealings and trnasactions. It increases 

the capacity of networking and connectivity with emphasis on the access of services to all regions and 

sectors effectively. 

 The growth of business: e-government is more than just e-commerce; e-trade deals with the sale of goods or 

services through the use of technology,while as the e-government is concerned first and foremost the use of 

technology to rais   the level of governmental services, coordinate the variuos governmental departments 
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and sectors to ensure the benefits of citizens and companies and the government itselfe. These services 

include: government procurement, bidding for goods and services, registration and renual of licences and 

permits, creation of jobs and payment of dues, etc., thus the e-government aimes to tranform the deal 

between its sectors, bussiness sectors,  and citizens. It is the greatest supporter to economy and it plays a 

key role in recruitment of human cadres and it can be the catalyst for growth of the information Technology 

in the state and can urge the adoption of IT in all sectors of economy which can support efforts to attract 

foreign investment and upgrading the cababilities of  bussiness sectors to compete globally. 

E-GOVERNMENT IN THE ARAB WORLD: 

       We demonstrate the reality of e- government in the Arab World and  hilight the most important practical steps to 

pomote the Arab presence in the information society and establishing the foundation of e-government as our time is 

the age of information and communication technology which has impacts in all areas, cultural, economy, military 

and social development. So, many countries increased the interest of imlementing e-government. some countries 

increase the spending on the services centers to improve e-government, such as USA which spent 6.2 billion dollars 

in 2003, and the UK spent 4 billion dollars for building e-government in various institutions and this models will be 

used for European  countries. This amount of spending has been supported by political government sectors in many 

countries in the world to overcome the problem of bureaucracy and cetralization and to save the time and efforts. 

USA is ranged first followed by Australia and Newzeland, Singapore, Norway, Canada and United Kigdom, where 

the index was adopted many elements of the quantity that can be measured such as the ability of population in all 

parts of the state to access information electronically. The index reflects the overall economic arrangemnet of the 

states, and therefore the outcome of the report has emerged the significant relationship between the economic 

development of the state and the effectiveness of e-government; there is a lack of coorination between governmental 

organizations with regard to building e-government and there is a digital divide between the institutuions responsible 

for the public administration. 

We have considered  a  number of  studies on e-government in the Arab world and  observed the followings:                          

 There is a digital divide between the Arab governments regarding to the application of information 

infrasruture; it is clear from the content of number of e-government portals. 

 Lack of awarness of all technology elements; hardware and software, which is very important for builing e-

government; many of Arab portals are tuff without contents which can serve citizens. 

 There is no access to published literature and intellectal productions in the area of technology. 

 There is no clear relatiobnship between Arab Portals of each Arab state and the application of electronic 

government projects and the ability of sites to provide the needded services to citizens. 

 Therer is a need for all Arab States for more efforts to construction government positions, both in terms of 

form or substance. 

 There is a strong relationship between the simplification of procedures and laws of the state and the states’ 

ability to buil e-government projets. 

 The political rhetoric of political leaders has an effective influence on the building of e-government and can 

enhance the relations with the Arab citizens. 

Thus, to devote the Arab presence in the information society and electronic government, we have to: 

 Strengthen the infrastrucure of information and communication technology with taking into account the 

geographic distribution  of Arab countries to ensure the access of services to benificaries. 

 Strengthen Arab administrations and Institutions to improve the delivery of governmental services, and 

reconstruction of the organizational structures of these institutions to ensure the specilized departments in 

information technology and enhance the governmental plans in this regard. 
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 Bridging the digital divide between the Arab governmental institutions inside the state so that it can provide 

services to Arab citizens. 

 Simplify governmental procedures and reduce its number with the abolition of  bureaucracy by adoption of 

the priciple of transparency, as well as the reduction of laws and legislation which restrict the citizen. 

 Promote sudies in the field of e-government to shed the light on the criteria of measuring electronic 

governments enterprices and to evaluate the accomplishment of e-government projects in the Arab world. 

CONCLUSIONS AND RECOMMENDATIONS: 

 We can deduce from the the above, that e-governmentin the current pattern has not yet reached the desired 

system which needs great development in many acpects, since it is not only shifting from a simple actual 

system to electronical ones, but it is a full complicated automated and interrelated system. In addition, the 

development of such system could result in some negative aspects that must be dealt with great caution. It is 

the major challenge of real government which can face all information and cultural invasions existing 

around the world. So as to build such e-government , we recommend the followings: 

 There is a need for understanding of different types of e-governmnet componenets and their requiermnts; to 

activate the positives and reduce the negatives. 

 Non-importation of ready-made templates for e-government: we must constract and apply an appropriate 

system for our Arab societies due to the differences in the infrastructure, circumstances and factors that 

constitute each component of e-government in the Arab World. 

 Eliminate the problems of computer illiteracy and spread the digital  knowledge in the Arab World befor the 

application of e0-governmnet. 

 Study and evaluate all the negatives that arise in the process of appling e-government , such as the problems 

of unemploymet and privacyand attempt to find optimal solutions for them in advance. 

 Activate the role of private sectors in the process of trasition to e-government to ease the burden of 

government,as well as the provision of skilled labor in the field of Informatics and upgrading the capacity of 

public to deal with these new technologies. 

 Formulation of computer and communication workshops in all departments and government sectors to 

analze, develop and unified the existing infrastructure with consolidation of database and software 

applications. 

 Appopriate financial support to cover all the technical and software costs in all sectors. 

 Finaly, with the consolidation of efforts, dedication to work and coordination, we can achieve the desired 

goals and catch up with others of the first journey. 
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Abstract—Cluster based on demand multicasting provides an 

efficient way to maintain hierarchical addresses in MANETs. To 

overcome the issue of looping in the ad hoc network, several ap-

proaches were developed to make efficient routing. The challenge 

encountered by multicast routing protocols in this ambience is to 

envisage creating a cluster based routing within the constraints of 

finding the shortest path from the source and to convert a mesh 

based protocol into Hybrid. This paper represents a novel mul-

ticast routing protocol C-ODMRP (Cluster based on demand 

routing protocol), a density-based hybrid, which is a combination 

of tree-based and mesh-based multicasting scheme. K-means 

algorithm approach also used to choose the Cluster_Head, which 

helps in dynamically build routes and reduces the overhead of 

looping. C-ODMRP is well suited for ad hoc networks, as it 

choose Cluster_Head through shortest path and topology changes 

frequently.  

Keywords-C-ODMRP, Cluster_Head, K-means, density-based    

Hybrid, Route Table , MANETs. 

I.  INTRODUCTION  

A Mobile Ad-hoc Network (MANET) is a temporary wire-
less network composed of mobile nodes that dynamically self-
configures to form a network without any fixed infrastructure 
or centralized administration [17]. On Demand Multicast Rout-
ing Protocol (ODMRP) is a multicast routing protocol for mo-
bile ad hoc networks. It uses the concept of "forwarding 
group," [17][26] a set of nodes responsible for forwarding mul-
ticast data, to build a forwarding mesh for each multicast 
group. Its efficiency, simplicity, and robustness to mobility 
furnish by maintaining and using a mesh instead of a tree. Sev-
eral routing schemes have been proposed for the purpose of 
providing adequate performance and node movement patterns. 
The reduction of channel overhead and the usage of stable 
routes make ODMRP more scalable for large networks and 
provide robustness to host mobility. There were some draw-
backs in ODMRP such as Short term disruptions such as jam-
ming, fading, obstacles and Medium term disruptions, e.g. FG 
node moving out of field [17]. 

Mobile ad hoc network routing is classified as proactive [26] in 
which each node in the network has routing table which con-
tain the information of broadcasting of data packets. At present 
time, to retain stability each station broadcast and modify its 
Routing Table time to time. Reactive routing protocol lowers 
the overhead as it routes on demand. It uses the concept of 

flooding (global search) the Route Request (RREQ) for route 
discovery on demand by sending the packets throughout the 
network.  

The network will undergo too much routing overhead wasting 
valuable resources, if it is too high.  Thus ODMRP cannot keep 
up with network dynamics, If it is too low [2]. 

The primary goal of an ad hoc network routing protocol is 
provide correct and efficient route establishment between a pair 
of nodes so that messages may be delivered in a timely manner. 
Route construction should be done with a minimum of over-
head and bandwidth consumption [7]. 

 

 Figure 1: Classification of Ad hoc Routing protocols [3] 

Multicast tree structures are fragile and must be readjusted con-
tinuously as connectivity changes. Furthermore, typical mul-
ticast trees usually require a global routing substructure such as 
link state or distance vector. The frequent exchange of routing 
vectors or link state tables, triggered by continuous topology 
changes, yields excessive channel and processing overhead 
[26]. 

Tree-based schemes establish a single path between any two 
nodes in the multicast group that are also bandwidth efficient.  

However, as mobility increases, the entire tree will have to be 
reconfigured.   When there are many sources, one may have to 
maintain multiple trees resulting in storage and control over-
head. As a conclusion in a high mobile scenario, mesh based 
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protocols exceeded tree-based protocols. Examples    of  tree-
based schemes include ad hoc multicast  routing protocol 
(AMRoute), ad hoc multicast routing utilizing increasing ID-
numbers protocol (AMRIS), and multicast ad hoc on-demand 
distance vector routing protocol (MAODV) [6][26][8]. 

Mesh-based schemes establish a mesh of paths that connect the 
sources and destinations and packets are distributed in a mesh 
structures. They are more efficient to link failures and have the 
high robustness as compared to tree based protocols.  The ma-
jor drawback is that mesh-based schemes provide redundant 
paths from source to destinations while forwarding data pack-
ets, resulting in reduced packet delivery and increase in control 
overhead. Some examples of mesh-based schemes are (a) on 
demand multicast routing protocol (ODMRP[26]), (b) forward-
ing group multicast protocol (FGMP), (c) core assisted mesh 
protocol (CAMP), ((d) neighbor supporting ad hoc multicast 
routing protocol (NSMP), (e) location-based multicast protocol, 
and (f) dynamic core-based multicast protocol (DCMP) 
[7][22].  

We propose a Density based Hybrid Cluster routing protocol 
which combines the properties of tree-based scheme and mesh-
based routing scheme. In this density based Hybrid clustering 
approach connection to the nodes will be tree-based and Packet 
Relaying will be Mesh-based. For clustering the K-means algo-
rithm is used to create cluster based on the erupted propagation 
of the number of forwarding nodes.  

Our results shows that the proposed heuristic Density based 
Hybrid Cluster, when implemented into ODMRP, it becomes 
Cluster based on demand routing protocol. 

II. RELATED WORK 

Due to the increasing importance of Cluster based routing var-

ious multicast protocols in MANETs along with the challenges 

and issues existing in the MANETs. Proactive and reactive 

approaches then use individually lead to packet delay and 

routing overhead problem. Elizabeth M.Royer et.al., (1999)  

gave a review that the primary goal of such an ad hoc network 

routing protocol should be correct and efficient for route es-

tablishment between a pair of nodes. They provide descrip-

tions of several routing protocols schemes proposed for ad hoc 

networks they also provide a classification of schemes accord-

ing to the routing strategy [7]. According to Jane Y.Yu 

et.al.,(2006)  the Cluster_Head is responsible for maintaining 

local membership and global topology information. Thus the 

inter-cluster level information is maintained by Cluster_Heads 

via a proactive method [24]. According to Sung-Ju Lee et.al 

(2005), ODMRP is well suited routing protocol as it is mesh-

based rather tree-based and also used the concept of forward-

ing group to multicast packets via scoped flooding. ODMRP is 

effective and efficient in dynamic environments and scales 

well to a large number of multicast members [26]. Neha Gupta 

et.al.,(2012) conclude that the primary goal of an adhoc net-

work routing protocol is to provide efficient route between a 

pair of nodes so that messages may be delivered in a timely 

manner & the route construction should be done with a mini-

mum of looping overhead and bandwidth consumption. They 

focused on cluster-based routing on demand protocol and uses 

the clustering structure [3]. S. Rajarajeswari et.al.,(2015) per-

formed a survey that classifies the multicast routing protocols 

routing structures: tree-based and mesh-based. Their study 

showed that multicast routing protocol may improve network 

performance in terms of delay, throughput, reliability or life-

time [26]. The k-means algorithm scheme can improve the 

computational speed of the direct k-means. The main confront 

lies in applying multicast communication to the scenario in 

which mobility is unlimited and also where frequently failures 

occur.   

III. CLUSTER FORMATION AND CLUSTER MAINTENANCE  

Cluster Formation 

To the best of our knowledge Clustering is a well-known 
technique for grouping nodes that are close to one another in a 
network. Most of the cluster-based routing algorithms tend to 
use proactive approaches within the cluster and reactive routing 
for inter-cluster routing [24]. However, when majority of nodes 
present outside the cluster this type of scheme may incur signif-
icant route delay and looping overhead. The concept of cluster-
ing is to divide the k-size large network into n number of sub- 
networks. Any node can become a Cluster_Head if it has the 
essential functionality, such as processing and transmission 
power. Cluster_Head finds the Node registers with the nearest 
shortest distance and becomes a member of that cluster. 

 

Figure 2: Cluster structure illustration 

Adopting the clustering approach with ODMRP can make few-
er connections existing between different zones in the network 
cluster such as intra-cluster link to connect nodes in a cluster 
and inter cluster link to connect clusters [14] [3]. 

Cluster Maintenance  

A member replies back a message to its Cluster_Head when a 

Cluster_Head periodically broadcast a message in order to 

maintain membership of a cluster. Certain conditions need to 

be followed such as a member might not get message from its 

original Cluster_Head but from other Cluster_Heads in that 

case it will join a new cluster with the shortest distance to the 
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new Cluster_Head. Further, The member entry will be updated 

and the Original Cluster_Head will delete it [6][8][14]. 
Our goal is to design a routing protocol that benefits both route 
delay and looping overhead. That means to use both the proac-
tive approach as tree based scheme and reactive approach as 
the mesh based scheme to make route delay bearable and the 
number of control packets should be controllable as well. 

K-means Density based Hybrid Clustering 

When the network topology changes the use of independent 
dominating sets as Cluster-Heads is problematic. In particular, 
one of the Cluster_Head must defer to other in order to trigger 
Cluster_Head changes that may disseminate throughout the 
network, such an effect is called chain reaction [21]. This chain 
reaction effect does not occur while relaxing the independence 
condition on dominating sets. 

In this paper we presented Density-Based Hybrid clustering 
with the help of K-means algorithm which works as follows: 

i. K-means Clustering algorithm will group large net-
work into n number of small sub networks.  

ii. A centroid will be generated in each and every sub-
network.  

iii. Distance from the centroid to all the nodes will be cal-
culated. 

iv. The minimum distance node will be selected as Clus-
ter_Head. 

IV. C-ODMRP ROUTE DISCOVERY AND HYBRID CREATION 

OPERATION  

After finding the centroid using density based K-mean cluster-

ing the minimum distance node will be selected as the Clus-

ter_Head and the C-ODMRP route and Hybrid creation opera-

tion starts. 

 

1. S floods a Join Query  to entire network to refresh 

membership. 

2. During Join Query  it will create mesh between 

source and all Cluster_Heads 

3. After that Query will reach to multicast destination 

4. In Join Reply phase multicast destination sends Join 

Query back to source through shorthest path. 

5. Data will be forwarded to the same path from where 

the Join Query came. 

6. Data will be forwarding from source to 

Cluster_Head in which multicast Destination is 

there. 

7. Reply Phase broadcast Cluster_Head to multicast 

destination  and an acknowlegment will be send back 

to Cluster_Head  

8. Join Reply is propagated by each Forwarding Group 

member until it reaches source via shortest path.  

9. Routes from source to all Cluster_Head build a 

Tree, then all cluster head joins with each other 

through  a Mesh-Based scheme which gives the 

composite solution as a Hybrid cluster. 

 

Multicast Route and membership Maintenance 

Route Table 

A Route Table is maintained by each and every node and created on 

demand. All entries are updated or inserted when a non-duplicate 

JOIN REQUEST is received in route table. Also Routing table pro-

vide us the information about transmitting Nodes and store the infor-

mation about which node or hop act as source, destination, intermedi-

ate hops in routing routine[4][26][9]. 

Forwarding Group 

It is the subset of nodes which forwards multicast data packets 

via scoped flooding. Data is delivered by this forwarding 

group.  Nodes that are having shortest paths will be selected as 

the forwarding group and will lead to make a forwarding mesh 

for the multicast group. This will dynamically build routes 

destined to the associated multicast group [26][17]. 
Data Forwarding 

A multicast source can transmit packets to receivers after the 

group establishment and route construction process, via select-

ed routes and forwarding groups. When it receives a multicast 

data packet a node forward it if it’s not a duplicate one and 

FG_FLAG not expired. This process minimize the overhead 

[17][26]. 

V. DENSITY BASED HYBRID CLUSERTING PROTOCOL  

We prefer to maintain the knowledge of full network topology 

,but wish to avoid the inefficient flooding mechanisms. To 

make measurable progress in the field of MANETs routing 

density based hybrid routing is necessary. The methodology 

used in which an ad hoc network will be created and co-

ordinates of all the nodes will be  discovered. Therefore, we 

develop our Density based Hybrid routing protocol C-

ODMRP based on the clustering scheme described in the 

previous section. 

The idea behind the use of Hybrid cluster routing was the hi-

erarchical structure, so single point node failures can be re-

duced by routing in a hybrid cluster. The availability of route 

always depend upon the location of the destination.in Hybrid 

Clustering approach the traffic volume mostly lower than pro-

active and reactive approaches. Periodic updates used inside 

each zone or between the gateways of the cluster. Usually 

more than one path may be available due to the hierarchical 

structure and the size of cluster may become large. The delay 

level for most of the local destination is small in hybrid ap-

proach [21][27][28]. 

K-means Clustering algorithm will group large network into n 

number of small sub networks. A centroid will be generated in 

each and every sub-network [6][10]. Distance from the cen-

troid to all the nodes will be calculated. The minimum dis-

tance node will be selected as Cluster_Head.  
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Figure 3: Density based hybrid cluster routing scenario in MANETs 

 

After determining each node's final value, nodes send their 

values to their Cluster_Head. Consequently, all nodes know 

their Cluster_Head and their own values. Source node of a 

domain set send messages to the Cluster_Head and further that 

message broadcasted to the members of that particular cluster. 

The Cluster_Head will provide multicast destinations and dis-

tance of all Cluster_Head from the source will be discovered. 

Minimum and maximum distance will be calculated from the 

source node to all the nodes present in cluster. In the further 

process shortest path from all the Cluster_Head to source as 

shown in the Figure 4. 

As there is no direct shortest path from Node 6 to Node 1 so 

the density based K-means algorithm will help to find the 

Cluster_Head with the minimum distance. send data from 

source to cluster head via shortest path. 

 

Figure 4: Intermdeiate based shortest path from the Source to node 1. 

Sending data from cluster head to multicast destination.A reply 
will come  from destination to cluster head and it creates mesh 
and send queries. Group membership and multicast routes are 
established and updated by the source on demand. While a 
multicast source has packets to send, it periodically broadcasts 
to the entire network a member advertising packet, called a 
JOIN REQUEST [26]. 

Similarly miimum distance paths discovered from souce to all 
the nodes as shown in Figure 5: 

 

Figure 5: Direct path shortest distance from source to Node 3.  
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Figure 6: Creation of the Route Record in C-ODMRP 

 

Source node starts the route discovery on demand basis of infor-

mation stored as source address, destination address, and intermediate 

nodes addresses along the packet. It checks the route table to identify 

active route to the destination when a source node have some data 

packets to send to the destination. If the route is not present it starts 

the route discovery initiate. In HCR, the route discovery as of inter-

cluster route discovery and intra-cluster route discovery. In Inter-

cluster route discovery node send a cluster list  

 

 

 

 

request (CLREQ) to its   host cluster heads. After a CH receives a 

CLREQ, it sends back a cluster list reply (CLREP) to the CLREQ 

initiator node. after get replay source node checks  is message valid If 

yes , the node will update the route information in its route table. Else 

retry to send another CLREQ for MAX_CLREQ times. In Intra-

cluster route discovery a node send packet to a destination node that 

locates within the same cluster. A node receives a route request 

(RREQ), it checks whether it reply to the RREQ. The node act as the 

requested node and an intermediate node has an active route in its 

routing table. Send a route reply (RREP) to the RREQ initiator and 

route Information else the RREQ is re-broadcast by the node [7][24].  

 

 
 

Figure 7:The overall  process of C-ODMRP route dicovery and  Hybrid  based cluster routing operations 
 

When CLREQ initiator receives a CLREP, the node will fill the clus-

ter list into the corresponding field in data packet’s header. In this 

way, the packet is routed to the destination by RREP. When a node 

receives the packet, it will forward send the packet to the next cluster 

along the cluster list. Thus, the packet is forwarded cluster by cluster 

until it arrives at the last cluster as the destination node. After that the 

packet will be forwarded to the destination node by node within the 

last cluster. To start sending multicast data packets using C-ODMRP, 

if there is nodes wants to join to the multicast group, it uses JOIN 

QUERY. Using of JOIN REPLY will be activated when the receiver 

node accept to receive the multicast data packet. In C-ODMRP

protocol, every time a source floods a JOIN REQUEST. The process 

continues until reaching the multicast receiver node. Once the receiv-

er node received the JOIN REQUEST. It will declare it’s joining by 

broadcasting JOIN REPLY message to the multicasting group [10]. If 

the multicast destination is present then Route table will arrange all 

the paths in descending order and start discovering the coordinates of 

nodes. So in this manner C-ODMRP density base hybrid clustering 

algorithm works. Its uniqueness stems from the use of each multicast 

entry.  
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Due to dynamic topology of on demand multicast ad hoc net-

works routing is one of the challenging issues. In the past, 

there are various types of routing protocols used which were 

suitable for different situations. The density-based hybrid clus-

ter protocol C-ODMRP have combined the advantages of both 

Reactive and Proactive protocols.  

 

CONCLUSION 

This paper represented a novel multicast routing protocol C-

ODMRP (Cluster based on demand routing protocol), a densi-

ty-based hybrid, which is a combination of tree-based and 

mesh-based multicasting scheme. K-means algorithm ap-

proach also used to choose the Cluster_Head, which helps in 

dynamically build routes and reduces the overhead of looping. 

C-ODMRP is well suited for ad hoc networks, as it choose 

Cluster_Head through shortest path and topology changes fre-

quently. The latency is decreased by using proactive protocol 

and the looping overhead is decreased by using reactive proto-

col outside the zone. Hence a C-ODMRP is a protocol pre-

sented which improves the performance of network by using 

the advantages of both reactive and proactive protocols. The 

approach is well suited for improving the time efficiency. In 

the past, due to looping to detect next hop or to jump to next 

node was not possible and took longer time. So this approach 

is feasible to improve the time efficiency and get rid of loop-

ing overhead. Various improvements of the protocols still in 

progress and will be reported in the upcoming paper.  
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Abstract: Technologies used for wireless sensor network are 
extremely concentrated over improvement in lifetime and coverage 
of sensor network. Many obstacles like redundant data, selection of 
cluster heads, proper TDMA scheduling, sleep and Wake-up 
timing, nodes coordination and synchronization etc are required to 
investigate for the efficient use of sensor network. In this paper 
Lifetime improvement is an objective and reduction of redundant 
packets in the network   is the solution which is accomplished by 
optimization technique. Evolutionary algorithms are one of the 
category of optimization techniques which improve the lifetime of 
the sensor network through optimizing traffic, selecting cluster 
heads, selecting schedules etc. In the proposed work the Particle 
Swarm optimization Technique is used for the improvement in the 
lifetime of the sensor network by reducing number of sensor which 
transmits redundant information to the coordinator node. The 
optimization is based on various parameters such as Link quality, 
Residual energy and Traffic Load. 

Keywords: Lifetime, optimization, PSO, Fuzzy, RE, QL, SS 

I. INTRODUCTION 

Wireless sensor network is deployed for performing many tasks 
such as forest monitoring, glaciers monitoring, climate, 
geographical analysis and data gathering etc. Increasing 
popularity and utility of WSN is a great attention for the 
Industrialist and researchers. The major areas in which research 
is in progress are:   

• Lifetime of Network 
• Reliability of Network 
• Security in the Network 
• Performance of the network 

Various applications [1] by Giuseppe Anastasi are associated 
with sensors like forest monitoring, weather monitoring, fire 
detection, geological monitoring, and securities over 
international borders etc. Sensor nodes are manufactured to 
handle data related to single application or many applications 
simultaneously.    

In this paper, constrained related to lifetime of network is 
analyzed and developed an algorithm to minimizes traffic over 
the network. These by saving energy consumption of sensors 
and enhancing lifetime of sensor network. Sensors have very 
little energy resource and it is needed to save energy as much as 
possible without significant loss of information. There are many 
situations when energy of sensor node is drained out such as  

 
• Idle Listening 
• Redundant  
• traffic  
• Hot Zone 
• Improper Sleep and Wake-up schedule etc. 

Paper is emphasized over the redundant traffic which hampers 
the lifetime of WSN through over utilization of energy during 
transmission and reception of data packets. Proposed technology 
saves this energy from drain out by proper management of 
source nodes. On the base of some parameters, few source nodes 
are selected for the data transmission. The Parameters for 
selection are Residual energy, Link Quality and Traffic Load. 
Finding sensor nodes having better values of these parameters is 
operation related to optimization process. Evolution algorithms 
are better for optimization, among which particle swarm 
optimization technique is used in this work. Selected source 
nodes are scheduled in their TDMA slots which utilizes 
Coordinated Duty Cycle mechanism.      

II. RELATED WORK 

Redundancy in network is reduced using manageable duty cycle 
and it is proposed in paper [2] by Rashmi Ranjan Rout. Author 
worked and estimates the upper bounds of network life time 
over bottleneck zone of the network which surrounded the sink 
node. Energy efficient bandwidth utilization techniques reduce 
the traffic in bottleneck zone. Network coding is another 
technique used by author for improvement in network 
reliability. The technologies like Duty cycle and Non Duty 
Cycle are integrated in the network coding and analyzed their 
performance and lifetime with respect to duty cycle. For the 
Encoding operation author used:- 

,                    2  

Where Y is output encoded packet is transmitted with n 
coefficients in the network.  

q = ( , , ……… . ) are chosen sequence of coefficient known 
as encoding vector, from the set  2 . A set of n packets 

(i=1,2,3,….n) at nodes are linearly encoded into single output 
packet. Decoding operation is performed by equation:  
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They got improvement of duty cycle with network coding 
protocol over only duty cycle protocol. It is approved by 
analyzing the result with varying the duty cycle of the nodes in 
the network. Latency is increases due to network coding on the 
nodes in bottleneck zone. For the proper decoding at the sink 
50% duty cycle is needed. This limits the reduction of traffic in 
the bottleneck zone.     

In the paper [3] by Chu-Fu Wang et al., a sink relocation 
strategy is used to enhance lifetime of sensor network. The 
dynamic routing strategy is used known as Maximum Capacity 
Path. The decision parameter is a residual energy of sensor node 
and sink is relocated for better utilization of nodes energy in the 
network. The strategy is known as Energy Aware Sink Re-
Location where energy aware transmission range adjustment is 
also applied. Transmission range is dependent on health of 
battery used in sensor. There are three types of battery health 
states. These states are:-  

(i) 0  r(u)   B/3 nodes follow /4 transmission range,  
(ii) B/3  r(u)   B/2  nodes follow /2 transmission range 
and  
(iii) B/2  r(u)   B nodes follow  transmission range 
where B is battery energy,   is initial transmission range, and 
r(u) is current residual energy of the sensor node u. There are 
two steps in sink relocation mechanism, first is to observe 
weather the relocation is needed or not and second the direction 
in which the sink node moves. The relocation condition might 
be Maximum capacity path value of each sensor nodes. This 
value may be below B/2 or the average residual energy of 
neighbor set drops below B/2. The possible relocation direction 
for sink node is depicted in figure 1.  Dynamic relocation keeps 
energy from draining out quickly and it is better developed in 
this protocol but the emphasis is on residual energy only. Sink 
relocation could be more better approach with optimized 
location searching. 

In the paper [4] by Sandeep Kulkarni et al. multi-hop network 
reprogramming protocol (MNP) technique is discussed. This is 
Energy Efficient Multi hop Reprogramming service, designed 
for sensor network. The efficient sender is selected through 
greedy approach. A pipeline is used for fast data propagation 
together with various sleep schedules. These schedules are 
contention sleep, no request sleep and optional initial sleep 
which reduce the energy consumption. The purpose of initial 
sleep is to reduce idle listening in initial phase of 
reprogramming which ultimately reduces the energy 
consumption. Nodes do not keep its radio ON all the time but it 
can take short naps, wake up and check the channel from time to 
time before a node gets the entire program. It saves the energy 
of nodes. Author observed that the selection of long contention 
sleep period is good for dense network because most of the 
collision is avoided. Short contention sleep period helps packet 
to reach the destination very quickly in sparse network. Noreq 
sleep reduces energy consumption at the end of reprogramming. 
Distributed approach is used for the sender selection and it 
causes delay during packet transmission. Network traffic is 
increased due to control packets overhead. For the dense 

network collision is too much, long contention sleep is used to 
avoid collision. Long contention sleep increases latency. 

 

 
Fig.1. An illustration of the four candidate moving destination for Sink 

relocation 

In the paper by Imad S. AlShawi, et al. [5], which resolve the 
problem of uneven use of network energy. A new strategy is 
employed where an A-star algorithm and fuzzy approach both 
are used simultaneously. The optimal path from source to 
destination is selected on the basis nodes having highest residual 
battery power, minimum number of hops and minimum traffic 
load. Fuzzy approach is easy to implement, robust and ability to 
approximate the nonlinear mapping. Fuzzy set is used to analyze 
information. Fuzzy sets allow an object to be a partial member 
of set. A fuzzy set A is defined by the set of ordered pairs: 

, ⁄  

Where the function    is called a membership function of 
the object  in A, and  belongs to domain  .     

A-Star algorithm is highly used as graphic search algorithm. It is 
combination of both depth first search and breadth first search 
algorithm. The evolution function is used by an A-Star path 
searching algorithm from source to destination is.   

 

Where an actual cost from source node to node n is  ,    
is an estimated cost from node n to destination node. A-Star 
algorithm keeps two lists for nodes which are evaluated known 
as OPEN and non-evaluated known as CLOSE. Best possible 
nodes are keeping in OPEN priority list. On the completion of 
an algorithm the best ever path is found out if exist and it is 
depend upon cost provided. The fuzzy approach is accounted for 
Residual energy and traffic load of node n to calculate optimal 
cost for node n as shown in figure 2. The cost generated through 

this fuzzy approach is   where 

MH(n) is short distance from node n to the base station and 
NC(n) is cost for node n taking value from [0…..1]. Author 
observed that A-star algorithm is better than other optimization 
algorithms like Genetic algorithm, Warshall Algorithm and 
AOD Vjr Algorithm. Another Evolutionary technique known as 
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Genetic algorithm is used in the work done by Sherin M. 
Youssef et al.[6]. They used problem specific genetic operators 
for improvement in computing efficiency. Distributed sensor 
query based application is optimized to reduce the redundancy 
in the network which ultimately saves the nodes energy and 
improve the lifetime of the network. Proposed method achieved 
three goals, first the set of selected nodes in the sensing region 
should cover entire geographical region of query, second goal is 
assured that all nodes are connected, and third is query 
processing which should be energy aware. They evaluated 
energy consumption of selected cover using the following 
equation and it can be used for fitness of chromosome CHi: 

 
Fig 2: Fuzzy structure with two inputs 

 

Where, the consumed energy is  of a sensor node   in the Q 
cover chromosome, and   is the cover size. The process is 
simple selecting 50% chromosome from population  at time t, 
after which 30% population is selected from remaining 50% 
chromosome using crossover process and 20% population is 
selected through mutation from the remaining 30% 
chromosome.  

The main contribution of the presented paper is to improve 
lifetime of the network by reducing traffic in the network.   
Proposed lifetime enhancement algorithm based on Particle 
Swarm Optimization technique which select the nodes for 
transmission to the base station. In the proposed work, 
improving lifetime of the network is major concern. This 
objective is achieved through energy saving. Various parameters 
are responsible for energy draining such as Traffic Load, Non 
uniform nodes energy usage, non effective signal usage etc. For 
the improvement of lifetime of the network, these parameters 
are chosen with their amount of participation in the network. 
Sum of the weighted parameters of the nodes is an objective 
function of proposed work and it is maximized through 
optimization. Nodes are selected with values (weighted sum) 
greater and equal to average weighted sum value of the nodes. 
Only selected nodes are permitted for transmission to the base 
station. Selection of sensor nodes for data transmission is based 
on Particle Swarm Optimization algorithm. It minimizes duty 
cycle and helps to reduce energy consumption with Sleep Wake-
Up process. Count of these selected nodes is our source nodes 
count. Using this count the objective function is initialized. 

Population of PSO is initialized with the weighted sum of each 
node. The algorithm applied is shown in the Figure 3. 

The weighted sum of each parameter is calculated as: 

 

Where  is sum of weights calculated from various 
parameters, RE is residual energy, SS signal strength and QL is 
queue length with their respective weights   , , and . 
Maximizing the Weighted sum so that less number of nodes gets 
qualified and we can better save the energy of remaining nodes 
in the cluster. Selection of nodes having better weighted sum 
value than optimized weighted sum by comparing their values. 
These nodes are representative nodes for all the nodes within the 
range of them. 

A. Network Model: 
In this paper, a WSN is modeled as a collection N sensor nodes 
and a base station located at the center of the field, base station 
has large energy resource and rest of the nodes have limited 
energy. Sensor nodes are randomly distributed over the field. 
Nodes are coordinated through coordinator nodes (base station).  

B. Energy Model: 
The first order radio energy consumption model[10]-[12] is used 
for the nodes where ,  is transmission energy required to 
send  bits data at the distance  and  is threshold distance for 
data transmission,  is receiving energy,  is energy 
dissipated per bit to run the transmitter or receiver circuit. 
Transmitter amplifier energies are shown by  and  . The 
model is shown below: 

, ,    
,    

 

III. PROPOSED OPTIMIZATION METHOD: 

Optimization can be applied for any problem related to 
maximization or minimization of the objective function. There 
are many optimization methods explained in the chapter Modern 
Optimization Technique of [7] for example Simulated 
Annealing Algorithm, Tabu Search Algorithm, Genetic 
algorithm, Particle Swarm Optimization and Minimum norm 
theorem. Among these techniques PSO is chosen for this work. 
PSO is bio-inspired algorithm based on movement pattern and 
behavior of bird folk. This method avoid converges quickly to 
generate result and stick to the local minima. This process is 
clearly defined in PSO topic.      

A. Particle Swarm Optimization: 
This algorithm is first proposed in paper [8] by J. Kennedy and 
R. Eberhart. This is biological inspired algorithm deals with the 
movement and behavioral pattern of bird folk. This pattern is 
investigated and observed that birds reach towards the crowded 
folk of birds. This crowded place can be called as an optimized 
place. It is confirmed for almost all herds of animals in land and 
water resources. In this paper, optimization of data traffic in the 
network is applied and investigated. Optimization in network 
traffic is achieved by selecting source nodes among N sensor 
nodes in the cluster. PSO is used as an optimization algorithm. 
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Particles in PSO are possible candidate solution initialized with 
the values provided by each sensor nodes. These particles 
constitute the population of particle swarm optimization 
algorithm. The process is iteratively running for getting best 
value of particle until fixed number round. During single epoch 
many tasks are performed by it such as updating velocity and 
position of the particle, setting local best position of particle and 
also set the global particle best position. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Algorithm PSO enabled Source selection 
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1  
 

1 1  

Where  is velocity of particles,  and  are constants,  
is random numbers uniformly distributed between [0, 1],  is 
iteration count,  is particle local best value,   is 
particle global best value and p is particle value calculated so 
on. PSO continue iterate for the fixed number which minimized 
(or maximized) the solution of the problem. 

IV. PERFORMANCE EVALUATION:   

For the performance measurement the simulation is done and it 
is based on Network Simulator NS2.35. Algorithm is 
implemented using C++ and the parameters are specified 
through TCL script. Simulation scenario consisting of 50 sensor 
nodes spread around a field of 100 m2. There are many 
simulations have been done with varying simulation area, nodes 
initial energy and number of nodes. Following simulation 
configurations are tabulated: 

TABLE 1: SIMULATION SCENARIOS 

Simulation 
Scenario 

Sim 1 Sim 2 Sim 3 

Simulation 
area(m2) 

100 50,100,150, 200 100 

Transmission 
Range(m) 

100 100 100 

Initial nodes 
Energy (J) 

1,2,3,4,5 2 2 

Number of nodes 50 50 10,20,30,40,50 

 

Simulation is done in the environment of sensor nodes sending 
information to the coordinator node, it contains large source of 
energy. All the nodes sense information for a single application 
such as temperature, humidity, wind speed etc. The information 
is disseminated to coordinator node in their TDMA schedule. 
The information is energy consuming because of their duplicates 
copies reached to destination. According to work of Dr. Wendi 
Hinzelman in her dissertation the energy required for 
transmission is much greater than energy for processing as 
calculated in equation.  

, ,  

Where ,  is transmission energy required to send  bits of 
data at distance d from the sensor node itself. Whereas energy 
for data transmission is dependent on wave propagation model 
which is indirectly depend upon distance. There are two 
propagation models: 

      ,  

For receiving  bits information the following equation is used: 

    

  Where  is receiving energy of l bits information at the 
receiver’s end. The parameters   and  
will depend upon required receiver sensitivity and receiver’s 
noise figure. The  distance is used to apply radio 
model for power estimation required to data transmission. The 
transmit power is also a function of receiver thresh hold as : 

      
      

   

 

Where  and    

 is receiver threshold and can be determined noise at 
the receiver. 

Analyzing the results in various simulations mentioned in the 
table bought in single conclusion i.e. a lot of energy saved and 
lifetime improved with the proposed algorithm. 

According to first simulation, Improvement in Lifetime is 
tremendous as shown in Figure 4. This improvement is 
approximately 4 times of LEACH-C [9] protocol. This 
improvement over LEACH-C is due to less number of source 
nodes selected for data transmission i.e. reduced duty cycle. 

This trend is further improved during increase of nodes initial 
energy and becomes 7 times of LEACH-C at nodes with initial 
energy of 5 Joules. The selection of source nodes is based on 
PSO optimization algorithm therefore the rate of energy 
draining is also reduced. There is linear growth in lifetime of 
network with 0.5 times of residual energy, 0.3 times of Power 
required and 0.2 time of queue length. Residual energy is 
directly proportional to lifetime of the network and larger 
weight to the residual energy keeps lifetime increasing linearly. 
Transmission power is based on distance of source node to the 
base station. 

Two models are used for the calculation of transmitting power is 
discussed in Energy model, first is distance of source nodes less 
than threshold to the coordinator node and other is greater than 
it. For the nodes which are far away from the coordinator node 
have least possibility of selection as the source nodes and hence 
servility of nodes increased. It further improves the lifetime of 
the network. 

A. Lifetime Improvement: 

 
Fig 4: Lifetime of the Network VS Nodes Energy 
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This improvement is also approved when scenario two is 
applied as shown in figure 5, in the dense environment of sensor 
nodes lifetime improved by 7 times of LEACH-C. This 
improvement is easily analyzed through the graph when 
numbers of nodes increases from 30.  Increasing nodes in the 
given area contributes better lifetime through their energy 
resource. Optimization algorithm PSO optimally choose the 
source nodes which are active during their TDMA schedule and 
rest of the nodes are in sleep state. More number of nodes in the 
field indicates more number of nodes in sleep state and hence 
more is the lifetime. This improvement is further analyzed using 
different weights for the given three parameters. Again Residual 
energy with weight 0.5 performs well as shown Figure 5. 

Further investigation on lifetime is based on simulation areas, 
Nodes are placed over different sizes of field area and distance 
of sensor node is increased from itself to the base station. 

 
Fig 5: Lifetime of the network VS Number of Nodes 

The effect of increased distance is negative for survival for 
sensor nodes. However, in our protocol this effect is not so vital 
as compared to LEACH-C. The graph shown in Figure 6 is 
depicted it. Reduction of duty cycle also put its impact over here 
and for the line with 0.3 Residual energy, 0.4 required power 
and 0.3 queue length weights perform better. Field area 
increases therefore distance between source nodes and 
coordinator node is also increase. Nodes which are far away 
from the coordinator node will be delayed in their selection 
through PSO and they will survive for long time. This is clearly 
indicated in the graph that the slop of the improved protocol is 
degraded graciously after 100 meter square. It is concluded that 
the nodes survival rate is improved on the larger fields.    

 
Fig 6: Lifetime Vs Simulation Area 

More investigation on the protocol brought us that we saved 
redundant data during transmission and kept those nodes in 
sleep state which were sending data. The simulation result is 
shown in Figures 7-8-9  

B. Data Transmission: 
During first simulation, where about 50000 data packets are 
transmitted by LEACH-C protocol in simulation time and it is 
quarter of data packets sent through improved protocol with 
initial energy of 1 Joules of each node. This trend is further 
improved with higher initial sensor energy as we can easily 
analyze through the slops LEACH-C and improved protocol. 
Optimization algorithm helps in the selection of source node 
which leads to reduce the traffic in the network also. Nodes 
which are not selected during rounds kept their radio off until 
next round of selection procedure, hence nodes having greater 
initial energy can save their energy in larger amount.  This 
improvement is shown in the Figure 7. In this figure, the 
reduction in data is about 5 times at nodes initial energy of 5 
joules as compared to nodes energy with 1 joule. For the nodes 
having greater initial energy can gives better response through 
PSO.       

 
Fig 7: Data Transmission Vs Nodes Energy 

In the second simulation, it is worth full to improve lifetime of 
the sensor network because lots of money involved in the 
deployment of sensor nodes in the field. For the dense 
environment, this improvement can be easily identified through 
the slops of two caterpillars in the Figure 8.  

 
Fig 8: Data Transmission with number of nodes 

Similarly PSO improves the result here also because through 
optimization we reduce the number of source nodes. Increase in 
number of nodes on the field will not affect the traffic too much. 
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Those nodes which are not participating in the data transmission 
keep into sleep state and save energy which ultimately leads to 
longer lifetime of the network. More number of nodes on the 
field more number of nodes in sleep state. In the Figure 9, the 
size of field affects the data transmission negatively but it is not 
consider as reduction in redundant data. When the density is 
low, the number of active nodes per unit area is less. Thus, 
fewer amounts of data are transmitted to the coordinator node.     

This is due to the larger distance of some nodes to the 
coordinator node for efficiently data transmission. However, the 
difference between LEACH-C and improved protocol is clearly 
visible in the graph. The redundant data is minimized up-to half 
of its value on the field of 50 m2 and it is further improved for 
larger fields as shown in Figure 9.  

In the above three simulations, we have analyzed results in two 
important requirements of wireless sensor network which are 
Data and Lifetime of the network. Simulation is done through 
varying the three parameters like initial nodes energy, number of 
nodes and simulation field area. In addition to this discussion, 
we have analyzed some more results on the basis of parameters 
such as Residual energy of nodes, Minimum Power requirement 
for data transmission (link quality) and Queue length (Traffic 
Load). 

 
Fig 9: Data Transmission Vs simulation area 

V. CONCLUSION: 

Optimization algorithm improves the technologies for better 
outcome and it is approved in this work. Particle swarm 
optimization technique reduces the redundant traffic in the 
network by 4 to 7 times and increase the Lifetime of the network 
with same proportion. Also proper weights for different 
parameters reached us to betterment of the work. Minimizing 
duty cycle using PSO saves much energy required in data 
transmission. Further analysis and improvement requires in the 
selection of parameters and their weights. Some limitation of 
this work is that it is applicable for single application only. With 
the multiple applications there is requirement of one more 
parameter, which is importance of information. We need to 
optimize this parameter also so that required information can 
reached to the destination timely and with less redundant data in 
the network.  
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Abstract With the wide acceptance of online systems, the desire 
for accurate biometric authentication based on face recognition 
has increased. One of the fundamental limitations of existing 
systems is their vulnerability to false verification via a picture or 
video of the person. Thus, face liveness detection before face 
authentication can be performed is of vital importance.  Many 
new algorithms and techniques for liveness detection are being 
developed. This paper presents a comprehensive survey of the 
most recent approaches and their comparison to each other. 
Even though some systems use hardware-based liveness 
detection, we focus on the software-based approaches, in 
particular, the important algorithms that allow for an accurate 
liveness detection in real-time.  This paper also serves as a 
tutorial on some of the important, recent algorithms in this field. 
Although a recent paper achieved an accuracy of over 98% on 
the liveness NUAA benchmark, we believe that this can be 
further improved through incorporation of deep learning.  

Index Terms—Face Recognition, Liveness Detection, Biometric 
Authentication System, Face Anti-Spoofing Attack. 

I. INTRODUCTION  
        Biometric authentication is an automated method that 
identifies or verifies a person’s identity based on his/her 
physiological and/or behavior characteristics or traits.  The 
Biometric authentication method is favored over traditional 
credential (username / password) for three reasons: first, the 
user must be physically present in front of the sensor for it to 
acquire the data. Second, the user does not need to memorize 
login credentials. Third, the user is free from carrying any 
identification such as an access token. An additional advantage 
of biometric systems is that they are less susceptible to Brute 
Force attacks. Biometric authentication can be based on 
physiological and/or behavior characteristics of an individual. 
Physiological characteristics may include, iris, palm print, face, 
hand geometry, odor, fingerprint, and retina etc.. Behavior 
characteristics are related to a user’s behavior: e.g., typing 
rhythm, voice, and gait.  

The Ideal biometric characteristics to use in a particular 
authentication should have five qualities[1]: robustness, 
distinctiveness, availability, accessibility and acceptability.  
Robustness refers to the lack of change of a user characteristic 
over time. Distinctiveness refers to a variation of the data over 
the population so that an individual can be uniquely identified. 
Availability indicates that all users possess this trait.  

Accessibility refers to the ease in acquiring the characteristic 
using electronic sensors. Acceptability refers to the acceptance 
of collecting characteristic from the user.  The features that 
provide these five attributes are then used in a biometric 
authentication or verification system. Verification is defined as 
matching of an individual’s information to stored identity, 
whereas identification refers to whether an incoming user’s 
data matches to any user in the stored dataset.  Prior to 
authentication (verification or Identification), an enrollment of 
allowed individuals is required. 

In the Enrollment mode, the users are instructed to show 
their behavior/physiological characteristics to the sensor. This 
characteristic data is acquired and passed through one of used 
algorithms that checks whether the acquired data is real or 
fake. Moreover, it ensures the quality of the image.   The next 
step is to register the acquired data by performing localization 
and alignment.   The acquired data is processed into a template 
that is a collection numbers that is stored into the database. 

  
In the authentication phase, the biometric system includes 

four steps before making the final decision: Data Acquisition, 
Preprocessing, Feature Extraction, and Classification [2] [3].  
1) Data acquisition:  it is a sensor, such as fingerprint sensor 

and web camera, which captures the biometrics data with 
three different qualities: low, normal, and high quality.  

2) Preprocessing: its duty is to reduce data variation in order 
to produce a consistent set of data by applying noise filter, 
smoothing filter, or normalization techniques.   

3) Feature extraction: it extracts the relevant information 
from the acquired data before classifying it. 

4) Classification:  it is a method that uses the extracted 
features as input and assigns it to one of the output labels.  

 
The verification mode extracts the relevant information and 

passes it to the classifier to compare the captured acquired data 
with template stored into the database to determine the 
match[2]. In the identification mode, the acquired data is 
compared with all users’ template in the database to the user 
[3] [4]. Fig. 1 is a simple description of these three modes. 
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Fig. 1. Face Recognition System 

 
 

For biometric systems based on face recognition, adding 
a face liveness detection layer to the face recognition system 
prevents the spoofing attacks. Before proceeding to 
recognize or verify the user, the face liveness checking will 
eliminate the possibility that a picture of the person is 
presented to the camera instead of the person him/herself.  

The rest of the paper is organized as follows: we give a 
brief overview of biometric anti-spoofing method types in 
section III.  Static and dynamic techniques are described in 
section IV. The experimental results and the analysis on the 
spoofing datasets and performance of the implemented 
techniques are provided in section V. Finally, we conclude 
this study and discuss future work in section VI. 

  

II. BIOMETRIC ANTI-SPOOFING METHODS 
  Recently the performance of the face recognition system 

has been enhanced significantly because of improvements 
found within hardware and software techniques in the 
computer vision field [5]. However, face recognition is still 
vulnerable to several attacks such as spoofing attacks. 
Spoofing attack techniques are getting more complex and 
hard to identify, especially with the advancement in 

computer technologies such as 3D printers. Therefore, 
researchers have proposed and analyzed several approaches 
to protect the face recognition systems against these 
vulnerabilities. Based on the proposed techniques, face anti-
spoofing methods are grouped into two main categories: 
hardware-based technique and software-based technique. 
First, The hardware-based technique requires an extra device 
to detect a particular biometric trait such as finger sweat, 
blood pressure, facial thermogram, or eye reflection [6]. This 
sensor device incorporated into the biometrics authentication 
system that requires the user’s cooperation to detect the 
signal of the living body. Some auxiliary devices, such as 
infrared equipment, achieve higher accuracy when compared 
to simple devices. However, auxiliary devices are expensive 
and difficult to implement [7]. Second, the software-based 
technique extracts the feature of the biometric traits through 
a standard sensor to distinguish the real traits from the fake 
traits. The feature extraction occurs after the biometric traits 
are acquired by the sensor such as the texture features in the 
facial image [8]. The software-based techniques treat the 
acquired 3D and 2D traits both as 2D to extract the 
information feature. Therefore, the depth information is 
utilized to differentiate between 3D live face and flat 2D fake 
face images [9]. This paper covers only the software-based 
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techniques that can be categorized further into static-based 
techniques and dynamic-based techniques as described in the 
following section.   

III. SOFTWARE-BASED TECHNIQUES  
Static-based and dynamic-based techniques are less 

expensive and easy to implement compared to the hardware-
based technique.  First, the static techniques are based on the 
analysis of a 2D single static image. It is non-intrusive 
interaction which is convenient for many users. On other 
hand, the dynamic techniques exploit the temporal and 
spatial features using a sequence of input frames. Some of 
the dynamic methods are intrusive interactions which force 
the user to follow specific instructions.  

 

Static techniques:    
        A variety of proposed methods are presented to address 
the spoofing attack problems that utilize a single static 
image. The static-based techniques are divided into two 
categories: texture analysis methods and Fourier Spectrum 
methods:   
 (i)  Texture analysis methods: these methods extract the 
texture properties of the facial image based on the feature 
descriptor.  Maatta et al. [10] analyzed the texture of the 2D 
facial image using multi-scale local binary pattern (LBP) to 
detect face liveness. The authors applied multi- LBP 
operators on the 2D face image to generate a concatenated 
feature histogram. The histogram is fed into the Support 
Vector Machine (SVM) classifier in order to determine 
whether the facial image is real or fake. The Local Binary 
Pattern (LBP), introduced by Ojala et al. [11] is a 
nonparametric method that extracts the texture properties of 
the 2D facial image with features based on the local 
neighborhood [12] as shown in Figure 3. The basic LBP 
pattern operator for each pixel in the facial image is 
calculated by using the circular neighborhood as shown in 
Figure 2.   
  

 
Pattern: 00111111 
LBP = 32+16+8+4+2+1=63 
  
 

 
 

Figure. 2. The basic LBP Operator  
 

    The intensity of the centered pixel is compared with the 
intensity value of the pixels located within its LBP 3*3 
neighborhood. 
 

,   2  

 
Where  

• xc,yc  represent the center pixel 

• p represents the surrounding pixel 

• s(z) = 
1,       0
0,       0 

Then, the center pixel will be updated with the new pixel 
value of 63. The LBP uses a uniform pattern to describe the 
texture image. If the generated binary number contains at 
most two bitwise 0 -1 or vice versa, then LBP is called 
uniform. For instance, (01111110), (1100 0000), and (0001 
1000) are uniform, whereas (0101 000), (0001 0010), and 
(0100 0100) are non-uniform. There are 58 uniform LBP 
Patterns and 198 non-uniform LBP patterns. Authors applied 
three multi-scale LBP operators on the normalized face 
images: LBP 8,1 

u2 , LBP 8,2 
u2, and LBP 16,2 

u2. 
 

  

a)  input image            b) normalized face        c) LBP image 
Figure. 3. Applying LBP operator on normalized face image. 
 

The LBP 8,1 
u2  was applied on a  nine-block  region of the 

normlized face, and therefore, generated uniform patterns  
with a 59 –bin histogram from each region . the entire image 
equaled a single 531-bin histogram.   
The  LBP 8,2 

u2, and LBP 16,2 
u2  operators generates 59-bin 

and 243-bin histogram, respectively. The length of the 
concatenated feature histogram is 833. The concatenated 
histogram is passed through a nonlinear SVM classifier to 
determine whether the input face image is present or not. 
However, the basic LBP operator is not the only operator 
applied to extract the information features, other LBP 
variations might be used too such as transitional (tLBP), 
direction-coded (dLBP) and modified (mLBP). In [13], 
Chingovska et al.  introduced Replay-Attack Database and 
studied the effectiveness of the local Binary Pattern on three 
types of attacks: printed photographs, photos, and videos 
display. 
 

 
 
Figure.4.  A frame of short videos from Replay Attack database. 
 
The authors applied different LBP operators and studied the 
performance evaluation of the anti-spoofing algorithm. The 
study included tLBP, dLBP and mLBP. The tLBP operator is 
composed by comparing the two consecutive pixels value 
with their neighbors in a clockwise direction for all pixels 
apart from the central pixel value as shown in Figure 5.   

,   2  

23  105  85 

39  42  109 

211  227  179 

0  1  1 

0    1 

1  1  1 
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A direction-coded LBP operator is composed by comparing 
the intensity variation along the four base directions into two 
bits through the central pixel.  
- Let’s assume the original LBPP,R has P =2P’ neighbors. 

 
, ∑    2  

 |   | |   |2      
 
The dLBP compares the intensity of each pixel value of 
neighbors with the average of the intensity value in a 3 *3 
neighborhood.  
 

,   2  

Where  
• xc,yc  represent the center pixel 
• p represents the surrounding pixel 

• s(z) = 
1,       
0,        

 
Figure. 5. a) Modified b) Transition c) Direction LBP 

 
After applying the LBP Operators on the facial images, 
histograms are obtained as feature vectors. Then the applied 
classifier extracts the feature and determines whether the 
facial image is real or fake.  Both linear and non-linear 
classifiers were examined such as Linear Discriminant 
Analysis (LDA) and Support Vector Machine (SVM). The 
authors conducted an experiment to compare X2 statistics 
methods to other complex classifiers.  
 

Table 1. HTER (%) OF THE CLASSIFICATION ON DIFFERENT 
DATABSE 

 REPLAY-
ATTACK 

NUAA CASIA-FASD 

LBP 3*3 
u2   + X2 34.01 - - 

LBP 3*3 
u2  + LDA 17.17 18.32 21.01 

LBP 3*3 
u2  + SVM 15.16 19.03 18.17 

LBP  + SVM 13.87 13.17 18.21 
 
From Table 3, we observe that the LBP extracts adequate 
features from the single static image which assists in the 
classification of fake or real faces.  
The performance of the multi-scale LBP is calculated using 
the Half Total Error Rate (HTER). HTER is defined as the 
half of the sum of the False Rejection Rate (FRR) and False 
Acceptance Rate (FAR). HTER is used to measure the 

performance on both the development sets and the test sets. 
Both LDA and SVM show high performance on the 
development sets and low performance on the test sets.    
 

 
    

2
 

Where, 
 
FRR = FR/ NI          False Rejection, and Number of Imposter 
FAR = FA/ NR          False Acceptance, and Number of Rea 
 
Table 2. HTER (%) of classification with (X2) for different LBP operators 
on Replay-Attack Database. 
 
LBP 3*3 

u2 tLBP dLBP  mLBP
Dev Test Dev Test Dev  Test  Dev Test
31.24 34.01 29.37 35.35 36.71  40.26  32.29 33.68
 
 
     In [14] Kim et al. proposed a real-time and non-intrusive 
method based on diffusion speed of a single image to detect 
face liveness.  Their idea is based on the difference in the 
illumination characteristic of both live and fake faces. The 
additive operator splitting (AOS) schema is used to compute 
the image diffusion [15]:  

  
1
2

 2    2     
Where  and  denote the diffusion matrices computed in 
column wise and row wise. The AOS schema treats every 
coordinate axis in the same manner, and it is 
unconditionally stable with large time step, e.g. 40. 
To compute the diffusion speed at each pixel position(x, y):  
 

, | log , 1  log , 1 | 
 
The features are extracted using Local pattern of the 
diffusion speed, so-called Local Speed Pattern (LSP): 

LSP x, y  2    

  

,  

 , 1,     ,  ,
0,             ,         

 
Where n represents the number of sampling pixels. ,  is 
the centered pixel, and  ,  denotes the position 
neighborhood . The extracted feature are fed into the SVM 
classifier to determine whether the input face is real access 
or fake access.  
 

    
     (a)                         (b)                    (c)                 (d) 
Figure 6. Example of diffusion image  with different iteration number 
and time step equals to 10.  (a) orginal image. (b) k = 5. (c) k = 10. (d) k = 
20.  
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   Yang et al. [16] proposed a component-based face 
recognition coding approach for face liveness detection. 
First, the holistic face (H-Face) is divided into six 
components: counter, facial, left eye, right eye, mouth, and 
nose regions. Subsequently, counter, facial regions are 
further divided into 2 * 2 grids, respectively. Moreover, the 
dense low-level features such (LBP, LQP, HOG, etc.) are 
extracted for all twelve components. Furthermore, 
component-based coding is performed to derive high level 
face representation of each one of the twelve components 
from low-level features. Finally, the concatenating 
histograms from the twelve components are fed to a SVM 
classifier for identification.  
 
 
Table 3. Performance on NUAA, PRINT-ATTACK, and CASIA [48] 
 
Database   Scenario Accuracy 

with Metric 
(5) 

NUAA   0.977 
PRINT-ATTACK  Fixed(F) sub-database 0.995 

Hand (H)sub-database 0.991 
(F) and(H)sub-databases 0.988 

CASIA  Low Quality 0.987 
Low Quality 0.931 
Warped Photo 0.930 
Video Photo 0.997 
Overall test 0.898 

 
 
   The texture analysis methods are used to extract the 
discriminative features for texture based classifications. 
However, they are less sensitive to noise in uniform regions, 
and their performance is degraded under the changing of 
lighting directions and shadowing [17]. 
 
 (ii) Methods based on Fourier spectra: Fourier spectra is 
used to capture the frequency distribution of the input 
images to detect spoofing attacks. The structure texture of 
fake images are 2-D and real images are 3-D. The reflection 
of the light on 2D and 3D objects result in different 
frequency distribution.  Therefore, the intensity contrast of 
fake images contains a less high frequency component. In 
[18] [19], the authors analyzed the input images using 2D 
Fourier spectra to extract the feature information in order to 
detect whether the input image is real or fake. Unlike 
[4][46], which used very high frequency band which is too 
noisy, the authors applied a Difference of Gaussian (DoG) 
filter that is two Gaussian filters with different standard 
deviation to extract the difference of the image variability. 
As depicted in Figure 7, DoG is applied to remove lighting 
variation in the input image and preserve as much features 
as possible without causing noise.  Gaussian function with 
standard deviation σ1 as given:  
 

 
 
Table 4. Gaussian filter (3, 3) with σ1 =1.0 and 0.5 respectively.  
 
0.075 0.124 0.075 
0.124 0.204 0.124 
0.075 0.124 0.075 
                                                              

            
 

             
a)                b)                   c)                    d) 

Figure. 7.  (a) input image, (b) Gσ1 =0.5 ,(c) Gσ2 =0.5, (d) Difference of 
Gaussian. 
 
Gaussian filter g (u, v) with two different standard deviations 
σ1 =0.5, σ2 =1.0 on the input image f(x, y) is defined as:  
 
DoG (x,y) =  ( Gσ1(u,v) * f (x,y) ) - ( Gσ2 (u,v) * f (x,y) ) 
 
    Peixoto et al. [19] used DoG with the Sparse Logistic 
Regression Model to detect the spoofing attack under 
extreme illumination. The sparse Logistic Regression is 
given as:   

|
1

1 exp y
 

 
Where w is the weight vector, and b is the intercept, And the 
average logistic loss is defined as:  

,
1

log 1 exp   
  

Since the illumination changes affect the input image, [19] 
used the contrast –limited adaptive histogram equalization 
[20] to deal with the illumination changes. In addition, Tan 
et al [18] applied the DoG  and the variation Retinex-based 
to extract the latent reflectance features. Authors modified 
the sparse logistic regression to learn a “low rank” 
projection matrix.  
 
Table 5. Experiment result for NUAA database [19]. 
 

Approach Min Mean Max STD 
Tan et al “low rank” [18] 85.2% 86.6% 87.5% 0.6% 
 Peixoto et al “bad 
illumination” [15] 

92.0% 93.2% 94.5% 0.4% 

 
     Table 4. shows that the DoG with the Sparse Logistic 
Regression achieved 94.5% on NUAA dataset. The result 

0.011 0.084 0.011 
0.084 0.62 0.084 
0.011 0.084 0.011 
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reflects that the Fourier spectra methods have the ability to 
capture enough feature of the input image in order to 
identify the spoof attack. Further, Zang, et al [21] used a 
multiple difference of Gaussian (DoG) filters to extract the 
high frequency feature from the input face image. Four DoG 
filters are used to compute the inner and outer Gaussian 
variance.  Let, σ1 represents the inner variance, σ2 the outer 
variance: 
 
σ1 0.5, σ2  1; σ1 1.0, σ2  1.5;  σ1 1.5, σ2  2; and 
σ1 1 , σ2  2.  
 
Then the concatenated filtered images are fed into SVM 
classifier.  Moreover, Li et al. [22] detected the live and fake 
face images based on analysis of their 2D Fourier Spectra 
on the face and [4] on the hair . Authors calculate the high 
frequency component using the high frequency descriptor 
equation.  The high frequency descriptor of a live face 
should be greater than a predefined through Tft , and the 
value of Fourier transform is more than the predefined 
threshold Tf. 
 
 

 
 
Where F(u, v) represents Fourier transform of the input 
image, fmax denotes the highest radius frequency of F(u, v), 
Tf  and Tfd are a predefined threshold. The denominator 
denotes the total energy in frequency domain which is the 
sum of Fourier coefficients relative to direct coefficient.    

Dynamic motheds:   

      Dynamic methods rely on the detection of motion over 
the input frames sequence to extract dynamic features 
enabling the distinction between real face from fake face.   
Pereira et al. [23] proposed a novel countermeasure against 
face spoofing based on Local Binary Pattern from three 
Orthogonal Plans (LBP-TOP) which combines both space 
and time information into a multi-resolution texture 
descriptor. Volume Local Binary Pattern (VLBP) [24], 
which is an extension to the Local Binary Pattern, was 
introduced to extract the features from dynamic texture.  
 

, ,   2  

And f(x) is defined: 

 0     0
1      0 

VLBP considers the frame sequence as parallel sequence 
planes, unlike LBP-TOP which considers the three 
orthogonal planes intersecting the pixel of the center for each 
pixel in a frame sequence. Orthogonal planes consist of XY 
plane, XT plane, and YT plane, where T represents the time 

axis. Three different histograms are generated from the three 
orthogonal planes and then concatenated and fed to the 
classifier.  In [25] , Bharadwaj et al presented a new 
framework for face video spoofing detection using motion 
magnification. The Eulerian motion magnification technique 
is applied to enhance the facial expressions exhibited by 
clients in a captured video. In the feature extraction stage, the 
authors used both multi-scale LBP (LBPu2 8,1, LBPu2 8,2, and 
LBPu2 16,2 ), and Histogram of Oriented Optical Flows 
(HOOF). The optical flow is the pattern of the apparent 
motion estimation technique that computes the motion of 
each pixel by solving the optimization problem. The PCA is 
used to reduce the dimensionality of HOOF vector. Finally, 
LDA classifier is used to classify the concatenated HOOF to 
detect whether the video input is real or face access.  

  Further,  Pan et al. [26] proposed an Eyeblinking 
behavior method to detect spoofing face recognition based 
on an unidirectional conditional graphic framework. The 
eyeblinking behavior is represented as temporal image 
sequences after being captured.  The unidirectional 
conditional model reduces the computational cost. It is easy 
to extract the feature from the intermediate observation, 
where the conditional model increases the complexity and 
makes the problem more complicated. The authors 
developed an eye closity method by computing 
discriminative information for eye states: 

 
  ∑    ∑    

Where,  
 / 1  

And  is the eye closity, and   0,1 ,
1, 2 , . . ,   is a set of binary weak classifier. The input  
has two states, open eye: (0) and closed eye: (1) .    
represents a closing eye state. The Adaboost algorithm is 
used to classify the positive value as closed eye and 
negative value as open eye. A blinking activity sequence of 
eye closity is shown in Figure 8. 
 

 
Figure 8. Illustration of the closity for a blinking activity sequence [26]. 

 
        In [27] Wen et al. proposed a face spoof detection 
algorithm based on Image Distortion Analysis (IDA).  Four 
different types of IDA features (specular reflection, 
blurriness, color moments, and color diversity) have been 
extracted from the input frame.  
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Figure 9 Example images of genuine and spoof faces. (a) Genuine faces. 

(b) Spoof face generated by video replay attack. (c) Spoof face Spoof face 
generated by iPhone. (d) Spoof face generated by printed attack [27].  

 
The IDA features are concatenated together to produce a 
121-dimentional IDA feature vector. The feature vector is 
fed into an ensemble classifier. It is a multiple SVM 
classifier to distinguish between real and spoof faces. Their 
detection algorithm is extended to the multi-frame face 
detection in the playback video using a voting based 
schema. IDA technique is computationally expensive and 
consumes time in the case of using multi-frames to detect 
the spoofing attack.   
        In [28] , Singh et al. proposed a framework to detect 
the face liveness using eye and mouth movement.  
Challenge and response are randomly generated in order to 
detect and calculate the eye and mouth movements using 
Haar Classifier.  The eye openness and closeness can be 
measured during the time interval while the mouth is 
measured using the teeth Hue Saturation Value (HSV). If the 
calculated response is equal to number of the challenges, the 
proposed system will recognize the user as live.  
     Kim et al. [29] presented a new novel method for face 
spoofing detection using camera focusing. Two sequential 
images were taken with two different focusing: on nose (IN) 
and on ears (IE). SUM Modified Laplacian (SML) is used to 
measure the degree of focusing for both nose (SN) and ears 
(SE).  After calculating SMLs, the SN is subtracted from SE 
to maximize the SML gab between nose and ears regions. If 
the sum of difference of SMLs (DoS) shows similar pattern 
consistently, the user is live. Otherwise it is fake. The 
difference in the patterns can be used as features to detect the 
face liveness.   
 In [30], Kim et al. segmented the video input into the 
foreground and background regions to detect the motion and 
similarity in order to prevent image and video spoofing 
attacks. The authors used a structural similarity index 
measure (SSIM) to measure the similarity between the 
initial background region and the current background 
region. And the background motion index (BMI) is 
proposed to show the amount of motion in the background 
compared with foreground region. The motion and 
similarity in the background region should contain 
significant information to indicate liveness detection.  
     In [31], Tirunagari et al. used a recent developed 
algorithm called Dynamic Mode Decomposition (DMD) to 
prevent replay attacks.  The DMD algorithm is a 
mathematical method developed to analyze and extract the 
relevant modes from empirical data generated by non-linear 
complex fluid flows. The DMD algorithm can represent the 

temporal information of the entire input video as a single 
image with the same dimensions as those images contained 
in the recorded video.  The authors modified the original 
MDM that uses QR-decomposition and used LU 
decomposition to make it more practical. The DMD is used 
to capture the dynamic visual in the input video. The feature 
information is extracted from the visual dynamic using the 
LBP and fed to SVM classifier. 
         Yan et al. [32] proposed a novel liveness detection 
method based on three clues in both temporal and spatial 
domain. First, non-rigid motion analysis is applied to find 
the non-rigid motion in the local face regions. The non-rigid 
motion can be exhibited in the real face while many fake 
faces cannot. Second, in face-background consistency both 
the fake face motion and background motion are consistent 
and dependent. Finally, the banding effect is the only spatial 
clue that can be detected in the fake images, because the 
image quality is degraded due to the reproduction. Their 
techniques show a better generalization capability on 
different datasets.   
      In [33] [34] [35] the authors analyzed the optical flow in 
the input image to detect the spoofing attacks. The optical 
flow fields generated by the movement of two-dimensional 
object and by three-dimensional object are utilized to 
distinguish between real face from fake face images.  They 
calculate the difference in the pixel intensity of image 
frames to extract the motion information.  The motion 
information are fed to the classifier to determine whether 
the input images are real or not.  
 
3D mask:  
     In previous studies, 2D attacks are performed by 
showing printed photos or videos to the system on flat 
surface. However, with the advancement in 3D printing 
technologies, the detection of the 3D mask against 2D mask 
has become more complex and harder to identify [34]. Since 
the liveness detection and motion analysis fail to detect and 
protect the system against 3D mask attacks, texture analysis 
method is one of reliable approaches that can detect a 3D 
mask.  
 

 
 
Figure. 10.  3D face masks obtained from ThatsMyFace.com 
 
     In [36] [37] [38], Local Binary Pattern and its variations 
are proposed to protect face recognition system against 3D 
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mask attacks. As explained before, LBP is used to extract 
features and generate a histogram using 3D MAD database. 
The LBP histogram matching using x2 is applied to 
compare test samples with a reference histogram. 
Additionally, both linear (LDA) and non-linear (SVM) 
classifiers are tested. Principle Component Analysis (PCA) 
is used to reduce dimensionality,   while 99% of the energy 
is preserved. The Inter Session Variability (ISV), an 
extension of Gaussian Mixture Models approach, is applied 
to estimate more reliable client models by modelling and 
removing within-client variation using a low-dimensional 
subspace [39].  Their experimental result shows that using 
LDA classification is more accurate in 3D mask attacks, 
especially in case of 3DMAD database.  

IV. EXPERIMENTAL RESULTS ANALYSIS  
In this section, we provide detailed information about the 

five diverse datasets that cover the following three types of 
attacks: printed, video records, 3D mask. Furthermore, we 
evaluate and compare the performance of existing algorithms 
on three datasets: NUAA, CASIA and REPLAY-ATTACK 
databases. Finally, we summarize the most popular used 
algorithms in static and dynamic techniques. 

 

A) Anti-spoofing Datasets: 
  

1) NUAA Photograph Imposter Database [18], which was 
released in 2010, is publicly available and widely used for 
evaluating face liveness detection. The database consists 
of 12,614 of both real-face and fake-face attack attempts 
of 15 subjects which has been collected in three sessions 
with about a two week interval between two sessions. For 
each subject in each session, the subject was asked to 
directly face the web camera to in order to capture a series 
of face images with a natural expression and no apparent 
movement (with 20 frame rate of 20fps).  

 
Table 6. NUAA Database 

  Training Set 

  Session 1  Session 2  Session 3  Total 

Client  889  854  0  1743 

Imposter  855  893  0  1748 

Total  1744  1747  0  3491 

  Test Set 

  Session 1  Session 2  Session 3  Total 

Client  0  0  3362  3362 

Imposter  0  0  5761  5761 

Total  0  0  9123  9123

 
The imposter images were collected by printing the capture 
images on three different hard-copies: 6.8cm x 10.2 cm, 8.9 

cm x 12.7 cm, and A4 paper.  The database images were 
resized to 64 x 64 and divided into a train set with a total of 
3,491 images and a test set with a total of 9,123 images. 
Here, the train set contains samples from the first and 
second session, and the test set contains only the third 
session. No overlapping between the train set and test set 
occurred. 

       

            
Fig. 11 Example of NUAA Database (Top: Live photo, Bottom: Fake 

photo) 
 
2) Replay-Attack Database [13] consists of 1300 short 
videos of both real-access and spoofing attacks of 50 
different subjects. Each person recorded a number of video 
with a resolution of 320 x 240 pixels under two different 
conditions: (1) the controlled condition contained a uniform 
background fluorescence lamp illumination; and (2) the 
adverse condition contained a non-uniform background and 
day-light illumination. The spoof attacks were generated by 
using one of the following scenarios: (1) print using hard 
copy, (2) phone using iPhone screen, and (3) tablet using 
iPad screen. Each spoof attack video was captured in two 
different attack modes: hand-based attacks and fixed 
support attacks [32].  The Replay-Attack database is divided 
into three subsets: training, development, and testing. 
 

Table 7. Replay-Attack Database 

 
3) CASIA Face anti-Spoofing Database (FASD) [21] is 
publicly available, and was released in 2012. The database 
contains 600 short videos of both real-access and spoofing 
attack of 50 subjects. Each subject has 12 video clips in the 
database (3 real-access and 9 spoofing attacks).  The genuine 
faces are collected with three different qualities: low quality 
video using USB camera, normal quality video using USB 
camera, and high quality video using high definition camera.  
The fake faces are collected using three different kind of 
attacks: warped photo attack, cut photo attack, and video 
playback attack.  The database is divided into training set 
which contains 20 subjects, and testing set which contains 30 
subjects.   

Type Training 
Fixed |hand 

Development 
Fixed | hand 

Test 
Fixed | hand 

 

Genuine face 60 60 80 200 

Print-attack 30 + 30 30 + 30 40 + 40 100 + 100 

Phone-attack 60 + 60 60 + 60 80 + 80 200 + 200 

Tablet-attack 60 + 60 60 + 60 80 + 80 200 + 200 

Total 360 360 480 1200 
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4)  MSU Mobile Face Spoofing Database (MFSD) [27] was 
released in 2014, and contains 440 videos clips consisting of 
110 real access and 330 spoofing attack of 55. These videos 
are captured by using a Mac laptop camera with a resolution 
of 640 x 480, and also an Android Camera that captures 
videos with a resolution of 720 x 480. The video duration 
length is 12 second and the average of each frame is 30fps.   
5) 3D Mask Attack Database (3DMAD) [36] is the first 3D 
face spoofing attack publicly available. The database consists 
of 76500 frames that include 17 different subjects [35] 
recorded with a Microsoft Kinect sensor. The videos are 
recorded in three different sessions: The first two sessions 
are real-access videos and the third session is a mask attack.  
 

B) Performance Evaluation and analysis: 

       In this subsection, we study and evaluate the 
effectiveness of static and dynamic techniques on the face 
spoofing datasets. We found that the static technique is 
often difficult in detecting the spoofing attacks because it 
uses a single static image. Many algorithms such as texture 
and Fourier spectra components have been introduced to 
solve these difficulties.  We evaluate the most used static 
methods in face liveness detection on the NUAA database 
as shown in Table 8.  
 
Table 8. Performance comparison on the NUAA Database 
 

Methods LTV [40] Multi-DoG [21] 
Accuracy  68.44%    * [14] 81.80% 
Methods HDF [22] DoG-Sparse  [18] 
Accuracy  84.50% 87.50% 
Methods MLBP [10] DoG-Sparse Logistic 

[19] 
Accuracy  92.70% 94.50% 
Methods CDD [16] DS-LSP [14] 
Accuracy  97.70% 98.45% 

  
The performance of some proposed approaches on NUAA 
database are listed in Table 8: Logarithmic Total Variation 
(LTV) [40]; Multiple Difference of Gaussian (DoG-M) [21]; 
High Frequency Descriptor (HDF) [22];  Difference of 
Gaussian with Sparse Low Rank Bilinear Logistic 
Regression (DoG-Sparse) [18]; Multiple Local Binary 
Pattern (MLBP) [10]; DoG-Sparse Logistic Regression 
(DoG-Sparse Logistic) [19]; Component Dependent 
Descriptor  (CDD) [16]; Diffusion Speed with Local Speed 
Pattern (DS-LSP) [14]. The texture analysis has proven to be 
successful in extracting the feature information from the 
single static image, since it achieves the best performance of  
98.45% by using the Local Speed Pattern [14]. Although, 
the texture analysis is faster, and has a low computational 
complexity, the texture analysis has failed when it is applied 
on cross-database where the training and test sets are from 
different databases. Moreover, the texture analysis and 
fourier spectra algorithm are affected by image quality and 
brightness, which might reduce the performance.  

     In most dynamic experiments, both spatial and temporal 
features are utilized to improve the performance of 
algorithms. Thus, dynamic methods are slower. We only 
evaluated the performance of dynamic methods on the 
REPLAY-ATTACK and CASIA databases because they 
contain short videos with different attack types.      
 
 
Table 9.  HTER (%) OF THE CLASSIFICATION ON Replay-Attack 
dataset [55]. 
 

Methods Replay-
Attack 

Chingovska 
et al [13]  

LBP + LDA 17.17
LBP + SVM 15.16

Pereira et 
al [23] 

LBP-TOP 8,8,8,1,1[1‐6] 
u2  + SVM  11.15

LBP-TOP 8,4,4,1,1[1‐6] 
u2  + SVM  9.03

LBP-TOP 8,8,8,1,1[1‐4] 
u2  + SVM  7.95

LBP-TOP 8,8,8,1,1[1‐2] 
u2  + SVM  7.60

Tirunagari 
et al [31] 

DMD+LBP+SVMf  3.75
DMD +SVMf  7.50
PCA+SVMF 21.50
PCA+LBP+SVM  17.11

 
As shown in Table 10, LBP-TOP planes generate better 
results when compared with the basic LBP operator. The 
combination of both spatial and time information into a 
multiresolution texture show improvement from a HTER of 
15.16% to 7.60%. Moreover, the non-linear classifier 
(SVM) shows a minor improvement over using the LDA 
classifier.  The best performance achieved on Replay-Attack 
datasets is HETR of 3.75% by applying the DMD with LBP 
to extract the features of the visual dynamic. As Table 10 
shows, using LBP features with DMD illustrates better 
performance than using only DMD features.   
 
Table 10.  HTER (%) OF THE CLASSIFICATION ON CASIA dataset 
[55]. 
 

Methods   CASIA
Chingovska  et 
al [13] 

LBP + LDA 21.01 
LBP + SVM 18.17 

Pereira et al 
[23] 

LBP‐TOP +SVM  23.75 

Tirunagari et al
[55] 

DMD+LBP+SVM  21.75 
DMD +SVMf  29.50 
PCA+SVMF  33.50 
PCA+LBP+SVM  24.50 

 
Table 10 shows that most of the proposed methods do not 
perform well on the CASIA dataset when compared with 
NUAA and Replay-Attack datasets. The CASIA dataset has 
less training samples.  In addition, some of the real faces 
were captured with over saturated exposure making them 
look like spoof faces. The best performance on the CASIA 
dataset is a HTER of 21.01%, which is still considered to be 
a high error rate.  
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C) Face liveness detection algorithm summary  
 

Table 11. summery of the most used face anti-spoofing methods. 
Face Anti‐spoofing Methods

Year of 
Publication 

Reference  Methods  Algorithms and methodelogy Database  Attack

2004  Li et al [22]  Static 

Detected the live and  fake  face  image based on analysis 
of their 2D Fourier Spectra. The structure texture of the 
fake  images  are  2‐D  and  the  real  images  are  3‐D.  the 
reflection  of  the  light  on  2D  and  3D  objects  result  in 
different frequency distribution. 

Private  Photo 

2010  Tan et al [18]  Static 
Analyzed  the  input  images  using  2D  Fourier  spectra  to 
explore  the  feature  information,  and  used    The  sparse 
Logistic Regression Model  as classifier 

Public, NUAA  Photo 

2011  Peixoto et al [19]  Static 
applied  Difference  of  Gaussian  (DoG)  filter  to  remove 
lighting  variation  in  the  input  image  and  preserve  as 
much features as possible without causing noise. 

Public , NUAA , Yale 
face Database 

Photo 

2011  Maatta et al [10]  Static 
Analyzed the texture of the 2D  facial  image using multi‐
scale  local  binary  pattern  (LBP)  to  detect  the  face 
liveness. 

Public, NUAA  Photo 

2012  Chingovska et al [13]  Static 

Applied  different  LBP  operators  and  studied  the 
performance  evaluation  of  the  anti‐spoofing  algorithm. 
The  study  included  transitional  (tLBP),  direction‐coded 
(dLBP) and modified (mLBP). 

Public , NUAA, 
REPLAY‐ATTACK , 

CASIA 
Phtot , video 

2012  Zhang et al [21]  Static 
Used  a multiple  difference  of  Gaussian  (DoG)  filters  to 
extract  the  high  frequency  feature  from  the  input  face 
image. 

Public, CASIA‐ FASD  Video 

2013  Yang et al [16]  Static 

Introduced  a  component‐based  face recognition  coding 
approach.  Component‐based  coding  is  performed  to 
derive the high  level  face representation of each one of 
the twelve components from low‐level features. 

Public, NUAA, CAISA‐
FASD, PRINT‐ATTACK. 

Photo, Video 

2013 
Erdogmus and Marcel 

[36] 
Static – 3D  Applied the LBP to extract the feature infromation.  Public, 3D MAD  Video 

2013  Kose et al [38]  Static – 3D 
Applied  the  multi‐scale  LBP  to  extract  the  feature 
infromation. 

Non‐Public, Morpho  Video, Mask 

2014 
Erdogmus and Marcel 

[37] 
Static – 3D 

Evaluate  both  3D MAD  and Morpho databse  using  LBP 
based anti‐spoofing methods. 

Public, 3D MAD , Non‐
Public, Morpho 

Phto , Mask 

2015  Kim et al [14]  Static 
Calculate diffusion speed of a single image to detect face 
liveness.  Which  is  based  on  the  difference  in  the 
illumination characteristic of both live and fake faces 

Public , NUAA, 
REPLAY‐ATTACK. 
Private, SFL. 

Photo , 
Video 

2007 
Pan et al [26]  Dynamic  proposed  an  Eyeblinking  behavior  method  to  detect 

spoofing  face  recognition  based  on  an  unidirectional 
conditional graphic framework 

Public, Blinking video 
Database 

Video

2011 
Kim et al [30]  Dynamic  segmented  the  video  input  into  foreground  and 

background regions to detect the motion and similarity 
Private  Video

2012 

Pereira et al [23] 

Dynamic 

Their  proposed  method  is  based  on  the  Local  Binary 
Pattern  from  three  Orthogonal  Plans  (LBP‐TOP)  which 
combines  both  axis.  Three  different  histograms  are 
generated from the three orthogonal planes. 

Public, Replay‐Attack Video

2013 
Bharadwaj et al  [25] 

Dynamic 
Proposed a  new  framework  for  face  video  spoofing 
detection using motion magnification. 

Public, PRINT‐ATTACK, 
REPLAY‐ATTACK 

Phtot , Video

2013 

Kim et al [29]  Dynamic  Two  sequential  images  were taken  with  two  different 
focusing:  on  nose  (IN)  and  on  ears  (IE).  SUM Modified 
Laplacian  (SML)  is  used  to  measure  the  degree  of 
focusing for both nose (SN) and ears (SE). 

Private  Photo

2014 
Singh et al [28]  Dynamic  proposed a  framework  to detect  the  face  liveness using 

eye and mouth movement 
Public , face94  photo ,Video

2015 

Wen et al [27]  Dynamic  Used  four  different  types  of  Image  Distortion  Analysis 
(IDA)  feature  (specular  reflection,  blurriness,  color 
moments, and color diversity) have been extracted from 
the input frame. 

Public , REPLAY‐
ATTACK, CASIA , MUS 

MSFD 

video

2015 

Tirunagari et al [31]  Dynamic  Used a recent developed algorithm called Dynamic Mode 
Decomposition  (DMD). The DMD  is used  to  capture  the 
dynamic  visual  in  the  input  video.  The  feature 
information  is  extracted  from  the  visual  dynamic  using 
the LBP 

Public , print‐attack, 
replay‐attack, CASIA 

Photo, video
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V. CONCLUSION 
Face liveness detection is an important precursor to online 
face recognition. We provide a comprehensive review of the 
techniques for liveness detection which are categorized into 
static and dynamic groups. Most Static techniques use either 
texture analysis methods such as Local Binary Pattern 
operators or Fourier spectra methods such as high frequency 
descriptor. The texture analysis is more powerful in 
extracting discriminative features such as MLBP operator. 
However, its performance degrades under the changing of 
lighting directions and shadowing. The Fourier spectra have 
the ability to capture the high and low frequency from the 
input face to detect the spoofing attack. Using the Difference 
of Gaussian with Sparse Logistic Regression has achieved 
94% on NUAA dataset, where MLBP only achieved 92%. 
The Fourier spectra are sensitive to brightness effect, which 
affects the DoG to fail at detecting the border.  
       The dynamic techniques are based on the detection of 
motion over the input frames sequence to explore dynamic 
features to differentiate between real faces and fake faces. 
Since dynamic techniques utilize more than one frame, 
dynamic techniques achieve better performance compared 
with static techniques. Thus, dynamic techniques are slow 
and difficult to implement. Further, some of the dynamic 
techniques require the users to follow some instructions to 
validate their presence, but not all users may cooperate in 
this respect. This makes the dynamic methods not a 
favorable technique to use in the face liveness methods.     
      There are many different factors that might affect the 
performance of some of the proposed static and dynamic 
techniques such as media quality, illuminations and user 
cooperation. Some studies trained their proposed methods 
using low quality media, making their technique vulnerable 
to the use of high quality media vice versa. The best result 
for liveness detection achieved on the NUAA dataset was 
98% using Local speed Pattern to extract the feature from 
diffused speed image. However, we believe that using the 
Deep learning neural networks can exploit and extract more 
complex features. The Deep learning networks have the 
capability to learn and to capture the discriminative and 
higher level features that cannot be captured by hand-crafted 
features such as Local Binary Pattern, and thus can lead to 
higher liveness detection accuracy.   
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Abstract—Genetic algorithm based Cryptanalysis has gained 

considerable attention due to its fast convergence time. This paper 

proposes a Genetic Algorithm (GA) based cryptanalysis scheme 

for breaking the key employed in Simplified- AES. Our proposed 

GA allows us to break the key using a Known Plaintext attack 

requiring a lower number of Plaintext-Ciphertext pairs compared 

to existing solutions. Moreover, our approach allows us to break 

the S-AES key using also a Ciphertext-only attack. As far as we are 

concerned, it is the first time that GAs are used to perform this 

kind of attack on S-AES. Experimental results prove that our 

proposed fitness function along with GA have drastically reduced 

the search space by a factor of 10 in case of Known plain text and 

1.8 in case of Ciphertext only attack. 

 
Index Terms— Cryptanalysis, Genetic Algorithm, Plaintext,  

Ciphertext, Simplified-AES.  

 

I. INTRODUCTION 

ryptography plays a vital role both in wired and in wireless 

networks. This is especially the case for wireless networks 

in which, being data transmitted in free space, anyone can 

access them, thus mandating cryptography to provide security 

in the communication among nodes [1-3].  

Cryptography is the study of methods to obtain messages in 

disguised forms by using a secret key that is shared between the 

sender and the receivers. The disguise can be removed, and the 

message can be retrieved only by intended recipients, who own 

the secret key. The message to be sent is called plaintext, while 

the disguised message is called Ciphertext. If Cryptography is 

the art of making Ciphertext, Cryptanalysis is the art of breaking 

Ciphertext. Particularly, Cryptanalysis is the study of 

mathematical techniques that can be employed by an intruder 

(attacker) to defeat cryptographic algorithms and attack the 

Ciphertext and retrieve the plaintext, without knowing the 

secret key [1].  

Cryptanalysis is a challenging task. There are several types 

of attacks that a cryptanalyser may use to break a cipher, 

 
.  

depending upon how much information is available to the 

attacker. One type of attack is the Known Plaintext attack 

(KPA), in which the attacker has samples of both the plaintext 

and its corresponding Ciphertext [4]. 

Another type of attack is the Ciphertext only attack (COA), 

in which the Ciphertext only is available to the cryptanalyser [4-

8]. Between the two attacks, the KPA is easier to implement 

compared to COA, since more information is available to the 

attacker (both plaintext and Ciphertext pairs) so that the secret 

key can be more easily retrieved. 

Additionally, the computational complexity in attacking the 

cipher depends not only on the amount of available information, 

but also on the encryption algorithm. Simplified-Advanced 

Encryption Standard (S-AES) is a well-known encryption 

algorithm, frequently used in embedded systems like mobile 

phones, GPS receivers, etc., which requires low memory and 

low processor capacity [9]. S-AES is a Non-Feistel Cipher [5] 

that takes a 16 bit plaintext, 16 bit key and generates a 16 bit 

Ciphertext. Its encryption uses one pre-round transformation 

and two round transformations [5]. 

Several methods have been proposed in the literature to 

attack S-AES [10-13]. They deal only with KPAs, and this is a 

strong limitation, since only in very few realistic cases the 

plaintext and its corresponding cipher text are available. 

In 2003, Musa attacked S–AES using Linear and Differential 

Cryptanalysis [10]. To attack only the (pre-round and) round 

one in S-AES, 109 plaintext and the corresponding Ciphertext 

pairs were required. It should be noted that this is a very large 

number, and it is difficult to obtain in practical applications. 

Moreover, in if the complete S-AES is considered (i.e., also the 

second round is included), as it is the case in practical 

applications, the number of plaintext and corresponding 

Ciphertext pairs required for cryptanalysis increases 

considerably, making this approach unpractical. 

In 2006, Bizaki analyses the complete Mini-AES (S-AES) 

using linear Cryptanalysis [11]. It has been shown that at least 

96 plain text and corresponding cipher text pairs are required 
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for this type of attack, thus suffering from analogous limitations 

of [10]. 

In 2007, Davood attacked Simplified AES with Linear 

Cryptanalysis using KPA [12]. To break only the first round 116 

plaintext and Ciphertext pairs were required, while 548 pairs 

were required to break also the second round. As previously 

highlighted, such very large number of pairs is very difficult to 

be available in practical applications. 

In 2009, Simmons proposed a KPA attack to S-AES using 

Algebraic cryptanalysis [13]. However, in order to apply 

Algebraic cryptanalysis, a large number of non-linear 

polynomials have to be constructed, where the variables in the 

polynomials are unknown key bits, plaintexts and Ciphertext. It 

is well known that solving a set of non-linear equations is a 

complex and time consuming task. 

Recently, it has been proven that Genetic Algorithms (GAs) 

can be effectively adopted to retrieve the key used for 

encrypting messages without searching the entire key space 

[14]. As known, GAs provide efficient and effective searches in 

complex space [15,23], they are computationally efficient and 

can be easily implemented. Starting from an initial random 

population, GAs efficiently exploit historical information 

contained in the population. By applying GA parameters on 

previous population, we obtain a new search space, from which 

the expected result can be obtained at a faster rate. These GA 

properties have been exploited in [14] to attack S-DES, by 

effectively tuning the GA parameters. In this regard, however, 

it is worth noticing that S-DES can be easily attacked, since the 

encryption algorithm uses only 10 bit key and does not have any 

nonlinearity, whereas in case of S-AES, the key size is 16 bit 

and the algorithm is nonlinear. Therefore, S-AES is more 

complex and difficult to attack compared to S-DES. 

As Clarified above, only KPA (and not COA) has been 

proposed so far to attack S-AES, since COA is much more 

complex than KPA. This makes the attack of COA using linear 

cryptanalysis unfeasible. As an alternative, COA can be carried 

out by trivial brute-force attack, where the cryptanalyser tries 

every possible combination of keys until the correct one is 

identified. However, this type of attack is very time consuming, 

if lengthy keys are used for encryption. It can become feasible 

only by using a network of computers and combining their 

computational strengths, although its cost would be extremely 

high [4, 5]. 

In this paper we address the issue of attacking S-AES. We 

propose a new GA based approach that is able to attack 

efficiently S-AES, using either KPA or COA, thus overcoming 

the above mentioned limitations of alternative approaches. As 

far as we are concerned, this is the first time that GAs are used 

to perform Cryptanalysis of S-AES.  

In case of KPAs, we will show that our approach requires a 

smaller number of plaintext and Ciphertext pairs, when 

compared to alternative linear cryptanalysis attacks in [10-13], 

thus being more suitable to be employed in practical 

applications. As for COAs, as discussed above, no alternative 

solution, other than the trivial brute-force attack, does exist. 

Compared to brute-force attack, we will show that our approach 

is significantly faster. 

The rest of the paper is organized as follows. In Section 2, we 

recall the basic principles of S-AES and GAs. In Section 3, we 

describe our proposed GA based approach. In Section 4, we 

report some experimental results, while Section 5 concludes our 

paper. 

   

II. PRELIMINARIES 

A. Basics of Simplied AES 

In this section we recall the basics of the S-AES algorithm. 

More details about S-AES encryption, key expansion and its 

decryption algorithm can be found in [5, 10]. 

 

1) Encryption 

S-AES is a Non-Feistel Cipher [5] that takes a 16 bit 

plaintext, a 16 bit key and generates a 16 bit Ciphertext. S-

AES encryption procedure consists of three phases, namely 

one Pre-round transformation and two Round 

transformations (referred to as Round 1 and Round 2).  

The encryption, key generation and decryption steps are 

illustrated in Figure 1. The Pre-Round phase uses a single 

transformation, referred to as Add Round Key. Instead, 

Round 1 uses the following four transformations: 

Substitution, Shift Row, Mix Columns and Add Round Key, 

while Round 2 uses the same transformations as Round 1, 

with the exception of the Mix Column one.  

The 16-bit input plaintext, called state, is divided into two-

by-two matrix of nibbles, where one nibble is a group of 4 

bits. The initial value of the state matrix is the 16-bit 

plaintext; the state matrix is modified by each subsequent 

function in the encryption process, producing the 16-bit 

Ciphertext after the last function.  

 
Figure 1.  Encryption, Key Generation and Decryption   Algorithm for 

Simplified-AES. 
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Each round takes a state and creates another state to be used 

for the next round by applying the respective transformations. 

In the Pre-Round, the Add Round Key transformation is 

applied. It consists of the bitwise XOR of the 16-bit state 

matrix and the 16-bit round key. As shown in Figure 2, it can 

also be viewed as a nibble-wise (or bit-wise) matrix addition 

over the GF (24) field. 

All the transformation used in Round 1 and Round 2 can be 

described as follows.  

a) Substitution- As a first step in Round 1, Substitution is 

performed for each nibble. The nibble substitution 

function is based on a simple lookup table, denoted as 

substitution table, or S-box. An S-box is a 4 x 4 matrix of 

nibble values that contains a permutation of all possible 4-

bit values. Each individual nibble of the state matrix is 

mapped into a new nibble in the following way: The 

leftmost 2 bits of the nibble are used as a row index and 

the rightmost 2 bits are used as a column index. These row 

and column indexes identify into the S-box a unique 4-bit 

output value (the new nibble). The transformation 

definitely provides confusion effect, which make the 

relationship between the statistics of the ciphertext and the 

key as complex as possible, again to baffle attempts to 

discover the key [5]. As an example, the S-box used for 

the encryption is: 

 

 

 

 

 

 

 

b) Shift Row- The shift row function performs a one-nibble 

circular shift of the second row of the state matrix, while 

the first row is not altered. 

c) Mix Columns- As a third step, Mix Column is carried out. 

It changes the content of each nibble, by taking 2 nibbles 

at a time and combining them to create 2 new nibbles. To 

guarantee that each new nibble is different, eventhough the 

old nibbles were the same, the combination process first 

multiplies each nibble by a different constant, then it mixes 

them. The mixing can be performed by matrix 

multiplications. Multiplication of bytes is done in GF (24), 

with modules (x4+x+1) or (10011). 

d) AddRound Key- Finally, Add Round Key is performed. 

Analogously to the operation performed during the Pre-

Round, it involves the cipher key. 

 

2) Decryption 

Decryption is encryption reverse process. It takes a 16 bit 

ciphertext, the 16 bit key, and generates the original 16 bit 

plaintext. Similarly to encryption, decryption uses one pre-

round and two round transformations, as shown in Figure 1. 

The processes performed during decryption are the inverse of 

those employed in encryption [5].  

 

3) Key Generation 

To increase the security of S-AES, starting from the original 

16 bit cipher key, three additional round keys are generated, 

by applying a proper key generation algorithm [5]. This 

allows to use a different key for each round. The same keys 

used for encryption are used also for decryption. Of course, 

in this latter case, the order of the used keys is reversed.  

 

B. Genetic Algorithms 

Genetic algorithms are inspired by Darwin's theory of 

evolution [17-21]. GAs provides effective and efficient searches 

in complex spaces. They are computationally efficient, and are 

not limited by any restrictions on the search space like random 

search methods that, instead, work properly only within certain 

boundaries, or under specific limiting conditions. Moreover, 

with random search methods, the algorithm may get stuck into 

the problem of local minima, thereby increasing computational 

time [15].  

The terms used in GA are: 

 Gene – A single bit in the chromosome 

 Chromosome (Individual) - Any Possible Solution 

 Population - Group of Chromosomes  

 Search Space - All possible solutions to the problem 

 Fitness Value - A function to evaluate performance 

 Generations – Number of Iterations. 

GAs are preferable to random searches when the search space 

is large, complex or unknown, and when mathematical analysis 

is unavailable.  

Now let us briefly explain how GAs work. As a first step, a 

population representing chromosomes is randomly created. 

Then, the individuals in the population are evaluated using a 

proper fitness function, and a value is assigned to each 

individual, based on how efficiently it performs the task. Two 

individuals are selected based on their fitness value, and the one 

with the higher fitness wins. The individuals which win are 

employed to reproduce and create one or more offsprings, after 

 
Figure 2.  Example of Add Round Key transformation. 
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Figure 3.  Example of Crossover transformation. 
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which the offsprings are randomly mutated. This process 

continues until a suitable solution is found, or certain number of 

generations has passed.  

A simple GA that yields good results in many practical 

problems is composed by three operators: Selection 

(Reproduction), Crossover and Mutation.  

Selection strategies determine which chromosome will take 

part in the evolution process. The different Selection strategies 

are Tournament Selection, Population Decimation and 

Proportionate Selection [15]. In Tournament Selection, two 

individuals are randomly selected and the one with the highest 

fitness wins. This process continues until the required number 

of chromosomes is obtained. Details about other selection 

strategies can be found in [15]. 

After Selection, Mating is performed. While Selection 

addresses the issue of selecting which individuals will take part 

in the evolution process, Mating selects which two parent 

chromosomes will mate with one another. Several Mating 

schemes are possible. They include Best-Mate-Worst (BMW), 

Adjacent Fitness Pairing (AFP) and Emperor Selective Mating 

(ESM) scheme. In BMW mating scheme, as the name indicates, 

the chromosome with the highest fitness mates with the 

chromosome with the lowest fitness. In case of ASP, the two 

keys with the lowest fitness mate together, the keys with the 

next two lowest fitnesses mate together, etc. In ESM, the highest 

ranked individual mates with the second highest, fourth highest, 

etc. individuals (that is, with all even order individuals), while 

the third, fifth, etc. highest individuals (that is, those with odd 

order) remain unchanged.  

The next operation performed by GAs is crossover, which 

selects genes from parent chromosomes and creates a new 

offspring. Crossover is followed by mutation, which randomly 

changes one or more bits in the chromosome. 

 

III. PROPOSED APPROACH FOR ATTACKING S-AES USING 

GENETIC ALGORITHMS  

In this section we propose the use of GA in Cryptanalysis, in 

order to break the Cipher key for KPA and COA. 

A. Adoption of GA in Cryptanalysis 

As introduced in Section 2.2, GA starts with a set of solutions 

constituted by chromosomes, called initial population. In our 

case, a chromosome represents a key, and the length of the key 

corresponds to the size of the chromosome. A chromosome size 

of 16 bits is considered, since this is the size of a S-AES key. 

From the old set of used keys, a new set of keys is generated, in 

order to form a new solution. The new set of keys may be a 

better solution (closer to the actual key) than the older one. 

Given a set of keys, each one with a fitness value, GA 

generates a new set of keys using GA parameters. Reproduction 

or Selection strategies determine which key will take part in the 

evolution process to make up the next generation, in terms of 

mating with other keys. Among the three different selection 

strategies, as discussed in Section 2.2, Tournament Selection is 

the best suited for cryptanalysis [14]. 

After the selection process is accomplished, the mating 

operation is performed. Among the three possible mating 

schemes, the Best-Mate Worst scheme is the preferred one in 

cryptanalysis, mainly due to avalanche effect in block ciphers 

[4], where a small change in the plaintext, or key, creates a 

significant change in the ciphertext.  

After the key is selected by the BMW mating scheme, the 

crossover operator is applied. Consider the following two 

parent keys:  

 Parent key #1 :  0111010101001101 (754D) 

 Parent key #2 :  1001110111011010 (9DDA) 

Crossover, mates the two parent keys to produce two 

offsprings (children keys). To perform crossover, the crossover 

point, that is the point at which the key will be split, has to be 

selected.  

We consider that case of random crossover, since, as shown 

later, it performs better than the other crossover types in case of 

cryptanalysis. The crossover point k is chosen randomly in the 

range [0, keylength]. If k is equal to keylength (or 0), then no 

crossover will occur. For example, a crossover point of 

0.5*keylength would indicate that the parent keys would be cut 

in half. In case of Uniform Crossover, the value k is fixed. The 

example in Figure 3 shows the case where the crossover point k 

is 6, for 16 bit parent keys. 

The two newly generated keys may have a better fitness value 

than their parent keys: in this case the evolution process 

continues. Instead, if the children keys have a worst fitness 

value than their parent keys, half of the population of parent 

keys, and half of the population of the children keys are selected 

as new parent keys for the next generation, and the evaluation 

process continues. 

It should be noted that we have selected a single crossover 

point, rather than two crossover points, since it has been verified 

that it produces better results [22].  

Finally, the operation of mutation is performed. The mutation 

operator randomly changes one or more bits in a key, thus 

preventing the population from missing the optimal fitness 

value [15].  In the example below, the tenth bit equal to ‘1’ is 

mutated to a ‘0’ to obtain a new key. 

 Before mutation : 1001110111011010 (9DDA) 

 After mutation : 1001110110011010 (9D9A) 

 

B. Fitness Function 

As introduced in Section 2.2, to evaluate the performance of 

GA, a proper fitness function has to be defined. Two different 

fitness functions for the two different types of attacks have been 

defined. As described in details in the following subsections, in 

case of KPA, the chosen fitness function is the correlation 

between the known ciphertext and the generated ciphertext, 

whereas in the case of COA, a more complex fitness function 

has been developed, which employs letters’ frequency.   

1) Known Plaintext attack- In KPA, the attacker takes 

advantage of having samples of the plaintext and its 

corresponding ciphertext. For example, encrypted file archives, 

such as ZIP [24], as well as encrypted system files on hard-disk 

[24], are prone to this kinds of attacks.  
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An attacker with an encrypted zip file needs only one 

unencrypted file (known plaintext) from the archive, which can 

be guessed from the knowledge of the file name [24]. Then, the 

key required to decrypt the entire archive can be instantly found. 

As another example, we can consider the case of encrypted e-

mails, where  the e-mail headers are sent in both unencrypted 

(plaintext) and encrypted form (Ciphertext), thus making KPA 

possible [25]. 

The fitness function for KPA must relate the plaintext, the 

ciphertext, and the key used for encryption. Hence, the 

correlation function between the known ciphertext and the 

generated ciphertext can be used as fitness function. It is given 

by:    

 

Fkp = # (Ck ⊕ Cg)/16,   (1) 

 

where Ck is the known ciphertext (generated using the actual 

key), Cg is the generated ciphertext (generated using the trial 

key), ⊕ represents the bit-wise Xor operation, # denotes the 

number of ones in Ck ⊕ Cg. In (1) the normalization factor is 

16, since, as introduced above, we are considering the case of 

16 data bits. 

The range of Fkp is (0, 1).  Particularly, Fkp is 0, if all bits in 

Ck and Cg are identical, while Fkp  is 1, if  all bits in Ck and Cg  

are different. The actual key is found when Ck and Cg are 

identical, so our goal is to minimize the fitness function (Fkpmin  

=0).   

In order to compute the fitness value, the known plaintext is 

encrypted using randomly generated keys to generate the 

ciphertext Cg. Once Cg  is generated, a bit-wise XOR operation 

between Ck and Cg  is performed, and the fitness function is 

evaluated. 

2) Ciphertext-Only attack- COA is the attack where the attacker 

does not know anything about the content of the message, and 

only has a sample of ciphertext. The success of such an attack 

increases with the number of available samples of ciphertext, 

provided that each sample has been encrypted using the same 

algorithm and key. Therefore, COA is one of the most difficult 

attacks to be performed. 

Since in COA the ciphertext is the only available information, 

the fitness function defined in the previous subsection cannot be 

used, and a new fitness function has to be defined.  

As an example, here we assume that the plaintexts were 

constructed using the English language. In order to derive the 

fitness function, the ciphertext is first decrypted, then letter 

frequency analysis is performed from the obtained plaintext. 

The fitness function for COA can be given by equation (2): 

 

Fcip = α ΣiÃ |K (i)u – D(i)u | +β Σ(i, j)Ã| K (i, j)b – D (i, j)b|  +   

+ γ Σ(i, j, k)Ã |K (i, j, k) t – D (i, j, k)t |    (2) 

 

Where Ã denotes the language alphabet {A,B…Z, _} for 

English (where _ represents the space symbol); K and D are the 

known language statistics and decrypted message statistics, 

respectively; u, b, and t denote the unigram, digram (two letter 

combinations) and trigram (three letter combinations) statistics 

(i.e., their occurrence  frequencies), respectively. For example, 

the  known statistics for the frequency of occurrence of  the  

letter ‘E’  in an  English text is 12.7%, while it  is of the 9.1% 

for  the letter ‘T’; the digram frequency for ‘TH’ is 3.21%, while 

it is of the 3.05% for ‘HE’. The frequency statistics for all other 

digrams and trigrams can be found in [6]. The unigram statistics 

u can be computed by counting the number of occurrences of 

each character, and dividing it by the total number of characters. 

An analogous approach can be followed to compute the 

statistics of b and t. Among all possible 27 unigrams, 272 

digrams and 273 trigrams, we considered all unigrams, and a 

few digrams and trigrams, in order to limit our problem 

computational complexity. Particularly, we have considered 

only the most frequently occurring digrams and trigrams, which 

are reported in Table I. 

Finally α, β and γ are the weights assigning different priorities 

to each of the three statistics. The normalization condition 

α+β+γ = 1 holds true. In the considered case, the parameter α, β 

and γ takes the values 0.2, 0.4 and 0.4, respectively, as reported 

in [16].  

As discussed in Section 2.2, the fitness function has to be 

evaluated in order to find the key. First, a randomly generated 

key is used to decrypt the cipher text, i.e., to obtain the plaintext. 

Once the plaintext is obtained, the fitness function is evaluated 

by computing unigram, digram and trigram statistics (i.e., their 

occurrence frequencies). These decrypted message statistics are 

subtracted from the known language statistics. The absolute 

values of each frequency statistics are scaled by the weighting 

coefficients, and summed to each other to compute the fitness 

value, as shown in (2). 

 

 Similarly to the KPA case, in COA the goal is to minimize 

the fitness function. To set the minimum fitness value, standard 

size (length) text files were extracted from English novels and 

TABLE I 

CONSIDERED DIGRAMS AND TRIGRAMS  

Considered Digrams  Considered Trigrams 

TH, HE, IN, ER, AN, RE, ED, 

ON, ES, AT, TO, NT,ND, HA, 

EA, OU, IS, IT,TI, ET,  AR, 

TE, SE, HI, OF, AS, OR. 

THE, ING, HER, ERE, AND, THA, 

WAS, FOR, ION, HAS, MEN, NCE  
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Cryptography books (texts only), to then compute the average 

of the cost for all considered text files. Even without knowing 

the message type contained in the ciphertext file (i.e., whether 

the content of the file is Standard English, or technical content) 

the computed average fitness value can be used as minimum 

fitness value. The range of minimum fitness value which has 

been found with this analysis is 0.1-0.2. 

 

3) Algorithm for finding the key using GA 

In order to find the key in KPA and COA, the following 

steps have to be performed. The entire process is shown in 

Figure 4, and described hereinafter. 

1. Generate randomly initial keys. The number of keys 

considered initially represents the population size. The 

results show that it is better to consider a low population 

size, and increase the number of generations. This way, a 

higher number of crossovers takes place, thereby 

increasing the crossover rate and, as a final result, 

reducing the key search space. 

2. Using the randomly generated keys: 

a. In case of KPA, encrypt the known plaintext to 

generate the ciphertext, to then compute the Fitness 

function Fkp.  

b. In case of COA, decrypt the known cipher text and 

evaluate the Fitness function Fcip from the plain text, 

by computing the letter frequencies. 

3. Compare the computed fitness value with the expected 

minimal fitness value. If it is lower than, or equal to the 

minimum fitness value, we can conclude that the 

corresponding key with minimum fitness is the optimal 

key. An additional step that is applicable to KPA only 

consists in checking the correctness of the key by 

comparing other pairs of known plaintext and ciphertext. 

This step is represented by the dotted block (check for key 

confirmation) in Figure 2. If the condition in step 3 is 

satisfied, stop the algorithm, else continue to step 4. 

4. If the computed fitness is not less than or equal to 

minimum fitness, then apply GA parameters and continue 

the evolution process. 

5. Select the parent keys to generate a new set of children 

keys, using the selection strategies defined in Section 3. 

Do the crossover (random crossover is preferable) 

6. Perform the Mutation.  

7. For the newly generated keys, compute the fitness 

function and go to step 3. 

8. Repeat the step 2 to 7, until the minimum fitness value is 

achieved, or the chosen maximum number of generations 

is reached. 

 

If the maximum number of generations is reached, then then 

key with the minimum fitness value in the final generation is 

considered as the optimal key. All the described processes are 

shown in Figure 4. 

 

IV. EXPERIMENTAL EVALUATION AND COMPARISON  

The proposed algorithm has been implemented using Matlab 

on an Intel PIV processor. The performances of the proposed 

GA-based approach in attacking the cipher key have been 

analyzed.  

For KPA, the selected GA parameters are shown below.  

 Crossover Type: Random 

 Mating scheme: Best-Mate-Worst 

 Mutation rate: 0.015 

  

The total number of generations depends on the initial 

population size. The initial population and generation is taken 

in such a way that the total key search space is set to 16,000, in 

order to keep the search space smaller compared to the brute-

force search space, at least by a factor of 4. For instance, if the 

initial population size is taken as 22, the number of generation 

is 4000. Similarly, when the initial population size is 25, the 

number of generations is 500.  

The known plaintext and ciphertext pairs used in our 

experiments are shown in Table II. For instance, the known 

plaintext 0110 1111 0110 1011 (6F6B), which represents the 

ASCII bit pattern for the text ‘ok’, and its corresponding known 

ciphertext 0000 0111 0011 1011 (0738) are considered. Using 

this pair, the optimum key is obtained by using randomly 

generated keys and by applying our proposed GA based 

approach.  

Then the obtained key is used to encrypt other known 

plaintexts, in order to check the correctness of the found key. 

For instance, assume that the key used for encryption is 1010 

0111 0011 1011 (A73B), but the key obtained is 1010 0100 

0101 1111 (A45F), as shown in Table II. This obtained key is 

used to encrypt the other plain text 0110 1000 0110 1001 (6869) 

 
 

Figure 4.  GA cycle for Cryptanalysis. 
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and 0110 1001 0111 0011 (6973), which results in a ciphertext 

that differs from its corresponding correct ciphertext pair 1100 

1011 1001 1010 (CB9A) and 1111 0100 1101 0110 (F4D6). 

This confirms that A45F is not the actual key. Afterwards, by 

using the other set of known plaintext and ciphertext pairs, and 

by applying GA, the new key 1010 0111 0011 1011 (A73B) is 

found and checked for correctness. The resulted new key, when 

used to encrypt another known plaintext, results in a ciphertext 

which is identical to the corresponding known ciphertext, thus 

confirming that the key 1010 0111 0011 1011 (A73B) is the 

actual key. From Table II, by using the known plaintext and 

ciphertext pairs and by analyzing the obtained key in setup 1, 

the optimal key turns out to be 1010 0111 0011 1011 (A73B). 

This procedure is carried out for another two sets of three 

plaintext and ciphertext pairs, as is shown in Table II.  

 

Table III shows that, if the initial population size is small, 

then the key search space is also small, and the key can be found 

fast, this is due to the fact that crossover rate is high i.e., in each 

generation the new chromosomes were created by crossover 

thereby searching with new keys and make the algorithm to 

converge quickly. Also if the population size is too low then the 

algorithm converges slowly. Figure 5 shows how the fitness 

value converges depending on the number of generations, 

considering the first case shown in Table III as an example. 

Particularly, the fitness value converges to zero after 1726 

generations, showing that the key search space size is equal to 

6905 only, thus being considerably lower (by a factor of 10) 

than the brute-force search space size (which is equal to 216). 

 

Our proposed approach allows us to find the key by using 

three plaintext-ciphertext pairs only, whereas in other cases the 

number of plaintext-ciphertext pairs required were reported in 

Table IV, as highlighted in Sect. 1, they were a very large and 

difficult to be obtained number. 

For COA, the initial population size is set to 32, with a 

chromosome size of 16 bits, that is, 32 sets of 16 bit keys that 

are randomly taken. The total number of generations is taken as 

1000, i.e., the key search space size is set to a maximum of 

32,000, in order to keep the COA search space lower enough 

(approximately one half) than the brute-force search space size. 

As discussed in the previous section, the known cipher text is 

decrypted using the initial keys, and the fitness function is 

calculated using equation (2) for each key. For each generation, 

a final solution is produced, and the optimum solution (i.e., the 

key) is found, based on the minimum fitness value. 

In order to evaluate different trade-offs, the GA parameters 

have been set to different values, and the results have been 

compared. Table V shows the results for cryptanalysis using 

GA, where the size of the considered ciphertext file is equal to 

1000 characters. The results highlight that all 16 bits of the key 

are effectively found. Particularly, by considering the first two 
lines, it can be seen that, if the random crossover point is used, 

 
Figure 5.  Fitness as a function of Number of Generations for KPA. 

TABLE IV 

NUMBER OF PLAINTEXT-CYPHERTEXT REQUIRED FOR ATTACKING  

Technology Rounds attacked 
Number of plaintext-

ciphertext pair required 

Linear Cryptanalysis 
Round1 109 

Musa [10] 

Linear Cryptanalysis Round1 116 

Davood [12] Round1 & Round2 548 

Linear Cryptanalysis 
Round1 & Round2 96 

Bizaki [11] 

Our approach 
Round1 & Round2 3 

using GA 

 

TABLE V 

EXPERIMENTAL RESULTS FOR COA USING VARIOUS KEYS 

Key 

used 

Selection 

type 

Crossover 

type 

Mutation 

rate 
Key 

found 

Key 

searched 

A73B 
Best-mate 

worst 
Random 0.015 A73B 18,281 

A73B 
Best-mate 

worst 
Uniform 0.015 A73B 20,349 

A73B 
Best-mate 

worst 
Random 0.0 A73B 19,125 

B6E7 
Best-mate 

worst 
Uniform 0.0 B6E7 22,148 

A420 
Adjacent 

Pair 
Random 0.0 A420 21,092 

 
 

TABLE II : EXPERIMENTAL RESULTS FOR KNOWN PLAINTEXT ATTACK TO 

FIND OPTIMAL KEY. 

Case Key used 
Known 

Plaintext 

Known 

Ciphertext 

Key Found 

  6F6B 0738 A45F 

1 A73B 6869 CB9A A73B 

  6973 F4D6 A73B 

  616E 5547 A73B 

2 A73B 6974 D4DE A73B 

  6966 EA54 A73B 

  6279 C36A A73B 

3 A73B 6F6E 5737 A73B 

  696E 5A57 A73B 

 

TABLE III 

EXPERIMENTAL RESULTS FOR KNOWN PLAINTEXT ONLY ATTACK 

Key used Pop. size 
Key 

searched 
Key found 

Success 

Key bits 

A73B 22 6905 0738 16 

A73B 25 11136 CB9A 16 

A73B 21 17232 A73B 16 

4E26 22 4220 4E26 16 
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the algorithm convergences faster than in the uniform 

crossover. In fact, as reported in the last column of Table V, the 

number of searched keys is equal to 20349, in case of uniform 
crossover, while this number is reduced to 18281, when random 

crossover is used, with a 10% reduction in the number of 

searched keys.  

Additionally, by considering the next two cases in Table V, 

if the mutation rate is set to zero, the key can be recovered with 

a slight increase in the search space. The case of BMW as 

selection type, with random crossover and mutation rate equal 

to 0.015, is the best case in terms of number of searched keys. 

In this case, the key is retrieved in 600 generations, with a key 

search space slightly larger than approximately 18000. It should 

be noted that, in the brute-force attack, the search space is 216, 

in the worst case. Thus GA reduces the search space by a factor 

of approximately 3.6, which represents a very high 

improvement in cryptanalysis. Table VI show the results for 

attacking the key by considering best GA parameters as 

specified in the first row of Table V for various initial 

populations. On average, by using GA, the key search space is 

reduced by a factor of 1.8 when compared to the average case 

of brute-force attack where the search space is 215. 

Figure 6, shows how the fitness value converges as a function 

of the number of generations, by considering the GA parameters 

reported in the first row of Table V. It shows also how the 

fitness value depends on the amount of cipher text, considering 

three different examples for the ciphertext size (100, 500 and 

1000 characters).  As can be seen, if the size of the cipher text 

increases, then the algorithm converges quickly with a lower 

number of generations, while the number of generations 

required to reach the desired fitness value increases in case of 

lower ciphertext size. Particularly, in the case of 1000 

Ciphertext, the algorithm converges to the desired fitness value 

after 600 generations. Instead, for the case of 100 ciphertexts 

only, the algorithm takes 820 generations to converge to the 

final value, which is higher than the optimal value. 

The convergence of the algorithm as a function of the size of 

the ciphertext is more clearly shown in Figure 7. If the size of 

the ciphertext is small, the respective decrypted plain text 

contains little information about the letter frequency and it is 

difficult to compare with the standard letter frequency analysis, 

since the latter is usually constructed using large file size. 

Hence the algorithm needs more generations to converge. 

Reversely, if the size of the ciphertext is large, the fitness 

function can be computed more easily, since more letter 

frequency information can be extracted from the decrypted 

plain text. As a result, the key is recovered quickly with fewer 

generations. In this regards, it should be noted that if the size of 

the ciphertext increases, then the computational time for one 

decryption increases as well, but the number of generations 

decreases, and also the algorithm converges with a reduced key 

search space. On the whole, the convergence of the algorithm is 

faster. In all cases, the key was successfully found, requiring a 

minimum of 100 ciphertexts to compute effectively the letter 

frequency analysis. 

V. CONCLUSION 

A new GA based approach for attacking Simplified-AES by 

KPA and COA has been proposed. Our experimental results 

show that the proposed algorithm can effectively break the key. 

In case of KPA, three pairs of plaintext and ciphertext suffice to 

break the key, whereas in case of alternative Linear 

cryptanalysis, 512 plaintext cipher text pairs are required, which 

is a very large and very difficult to be obtained number. 

Differently from previous solutions, our proposed algorithm 

allows to break the key successfully also by COA. In this case, 

our algorithm allows to reduce dramatically the key search 

space, compared to the existing (and unique) alternate brute-

force attack. The results says that the proposed research have 

drastically reduced the search space by a factor of 10 and 1.8 in 

case of Known plain text and ciphertext only attack 

respectively. Though Simplified-AES is simpler than AES, our 

proposed approach paves the way to attack AES. In fact, the 

fitness function used for KPAs can be directly applied to other 

block ciphers, like AES. Instead, the fitness function used for 

COAs in Simplified-AES is not appropriate for AES, as the 

compilation of frequency statistics becomes infeasible when the 

TABLE VI 

EXPERIMENTAL RESULTS FOR VARIOUS WITH BEST GA PARAMETERS 

GA Parameters Key used & found Key searched 

Initial Population-32 

Chromosome size-16 

No. of iteration -1000 

Crossover – BMW 

Mutation rate -0.015 

A73B 18,281 

A73B 18,529 

A73B 18,764 

A73B 19,020 

 

 
 

Figure 6.  Fitness as a function of number of Generations. 

 
 
Figure 7.  Fitness as a function of number of cipher text. 
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number of bits is increased to 128 bits. However, the approach 

followed to develop the fitness function for COAs in 

Simplified-AES give cryptanalysers useful insight to attack 

AES effectively using COA. 
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Abstract---Annually, millions of Muslims embark on a 
religious pilgrimage called the “Hajj” to Mecca in Saudi 
Arabia. Management of Hajj activities is a very complex 
task for Saudi Arabian authorities and Hajj organizers 
due to the large number of pilgrims, short period of Hajj 
and the specific geographical area for the movement of 
pilgrims. The mass migration during the Hajj is 
unparalleled in scale, and pilgrims face numerous 
problems. Including RFID tags there are many types of 
identification and sensor devices developed for efficient 
use. Such technologies can be used together with the 
database systems and can be extremely useful in 
improving the Hajj management. The information 
provided by the pilgrims can be organised in the Hajj 
database and can be used to effectively identify 
individuals. The current system of data management is 
mostly manual, leading to various leaks. As more of the 
sensitive data gets exposed to a variety of health care 
providers, merchants, social sites, employers and so on, 
there is a higher chance of Risk. An adversary can 
“connect the dots” and piece together the information, 
leading to even more loss of privacy. Risk assessment is 
currently used as a key technique for managing 
Information Security. Every organization is implementing 
the risk management methods. Risk assessment is a part 
of this superset, Risk Management. While security risk 
assessment is an important step in the security risk 
management process, this paper will focus only on the 
Risk assessment. 
 

Keywords: Hajj, Information Leakage, Risk 
Assessment.       

 

I. INTRODUCTION 
The Hajj (Arabic: حج  Ḥaǧǧ "Pilgrimage") is an Islamic 
pilgrimage to Mecca and the largest gathering of 

Muslim people in the world every year. It is one of the 
five pillars of Islam, and a religious duty which must 
be carried out by every able-bodied Muslim who can 
afford to do so at least once in his or her lifetime. Hajj 
is a unique gathering of its kind and poses a challenge 
to its organisers. Management of the annual pilgrimage 
to Mecca known as Hajj is a very complex task. 
Recently many types of identification and sensor 
devices, including RFID tags [1], have been developed. 
Such technologies, together with the use of database 
can be extremely useful in improving the Hajj 
management.  Information leakage is a real and 
growing problem. Every month, news about another 
organization leaking confidential information becomes 
public. These are the known cases that have a visible 
impact.  
Many similar incidents occur daily and the vast 
majority of information leaks are accidental: it is not 
solely the result of intentional, harmful actions. 
Unintentional data loss is perhaps more dangerous 
because those affected are not necessarily aware of, or 
able to act on, the problem. Aside from any other 
impact, information loss may represent a very high cost 
for organizations. Information loss has both direct and 
indirect costs: the intellectual property or industrial 
information itself together with the cost of handling the 
consequences of its loss. Indirect costs include: loss of 
credibility, erosion of competitive advantage and 
regulatory transgressions [2]. 
The growing awareness of the risks of information 
leakage was sparked by a series of corporate scandals 
in which confidential information was disclosed. As 
the majority of those cases demonstrate, such breaches 
are often not the result of malicious wrongdoing, but 
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rather employees who unknowingly put their 
companies at risk. This may occur as employees send 
out email messages that contain files or content that 
they are not aware is confidential. Another example is 
employees delivering confidential files to their web-
based email boxes, or copying files to mobile devices, 
and thus exposing them to untrusted environments. 
This may lead them to Risk assessment. Risk 
assessment is the process where you [3]: 

• Identify hazards. 
• Analyse or evaluate the risk associated with 

that hazard. 
• Determine appropriate ways to eliminate or 

control the hazard. 
In practical terms, a risk assessment is a thorough look 
at your workplace to identify those things, situations, 
processes, etc. that may cause harm, particularly to 
people. After identification is made, you evaluate how 
likely and severe the risk is, and then decides what 
measures should be in place to effectively prevent or 
control the harm from happening [4]. The aim of the 
risk assessment process is to remove a hazard or reduce 
the level of its risk by adding precautions or control 
measures, as necessary. By doing so, you have created 
a safer and healthier workplace [5]. 
 

 
II. INFORMATION LEAKAGE IN HAJJ EVENT 

Hajj is performed every year by pilgrims from 150 
countries, but the database that is available in respect 
of these pilgrims is still in its simplest forms. Hence, 
there is a dire need for expanding and extending the 
available data, which would enable the Ministry to 
improve its performance in dealing with the special 
circumstances of the pilgrims of each country and to 
raise the standard of its service plans. 
The Ministry is seeking to realize that through the 
establishment of an information centre as part of its set 
up and to design programs for benefiting from 
information programs and banks connected with 
pilgrims in the countries of origin and in international 
organizations [6]. This also applies in respect to Umrah 
performers and visitors to the Prophet's (saw) Mosque. 
It will realize that also through sending a number of its 
staff to specialize in what is known as "Area Studies" 
so that they may supervise the flow and modernization 
of information regarding the main areas of the world 
from which pilgrims arrive, the nature of the societal 
and political forces that are connected with the 
movement of pilgrims, the personalities that have an 
impact on them, the position of pilgrims in the stages 
pertaining to the adoption of political decisions in the 
countries concerned, its weight in relation to the ties of 
each country with the Kingdom, and the history of Hajj 
in those areas, in its cultural, literary, creative and 
religious dimensions [7]. 

 

III. SOLUTION TO INFORMATION LEAKAGE 

To manage an event like Hajj, organisers need to 
employ the best available technology to ensure the 
wellbeing of its participants. Current Hajj management 
system, based on partly computerised files, is 
insufficient to manage the large number of pilgrims. 
There should be a new Framework that uses sensor and 
RFID networks to track pilgrims during the extended 
period of Hajj. The new framework would store the 
data of the pilgrims within the central database, which 
would be linked to the sensor and RFID networks [8]. 
This would not only provide a framework for storing 
and retrieving pilgrim information but also be able to 
track and identify lost or dead pilgrims. As discussed, 
the current system is incapable to track, in real time, 
the pilgrims that are lost, injured or dead [9].  
Most of the current management problems can be 
solved through integrating a Centralised Hajj Database 
together with suitable Sensor & RFID networks. In the 
proposed system, the Hajj database will be used for 
storing and retrieving the pilgrim information [10]. 
This with the Sensor network may be used to track or 
identify pilgrims within the designated Hajj areas.    
The development of the Hajj Management System will 
require a detailed analysis of the current processes for 
managing the workflow of pilgrims during the 
pilgrimage of Hajj using different modelling 
techniques to determine requirements and be able to 
develop appropriate solutions [11]. This will enable the 
swift integration of technologies and the incorporation 
of any changes throughout the phases, such as the 
ability to track lost pilgrims during Hajj, if this was 
identified as a requirement.  

 

IV. RISKS FOUND IN HAJJ EVENT 

• The current administration and management 
of pilgrims of Hajj is largely manual, except 
for using some computerised file systems. 
Some government departments use their own 
management systems but their information is 
not integrated with the current administration 
and management of the Hajj. Data is often 
stored in files of different formats for different 
departments. Many of these files use their own 
means of identification, which would make it 
difficult to someone wanting to link the 
individual databases. Since there is no 
centralised database system for the overall 
management of information, there are many 
problems when attempting to compile 
personal information, which is scattered 
across several incompatible filing systems.  

• During the current registration process, 
pilgrims are provided with identifying wrist 
bands; these wrist tags provide only limited 
information about the pilgrim’s identity. In 
cases where these bands are damaged or lost 
there can be major problems in identifying the 
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pilgrim, especially when the pilgrim is lost 
and is unable to communicate. This may lead 
the identification to be impossible. 

• The current system has no provision in place 
for collecting medical details of the pilgrims 
before issuing them with a visa. This puts 
other pilgrims at risk of catching 
communicable diseases, carried by affected 
pilgrims. Currently, each pilgrim is required to 
undergo certain immunisations before a visa 
can be granted. However, immunisations 
differ from country to country and no records 
are kept of individuals’ immunisations. The 
pilgrims from the third world countries are 
most likely not to fully implement the 
immunisation process. 

• When so many people are gathered in one 
place it is inevitable that people will get sick 
and that there will be some deaths. In order to 
deal with such eminent situations, hospitals 
require medical and personal information 
about their patients. Hospital staff can have 
difficulty in identifying pilgrims especially 
those who come from other countries. In cases 
when a patient dies without leaving any 
visible information, the hospital may not be 
able to inform the Maulim about the fate of 
the pilgrim. Even if the wrist band was found 
with the body, it may take considerable time, 
sometimes up to days, to identify the body. In 
some cases, especially when the tag is 
missing, the body may never be identified. 
The police and the morgue suffer the same 
problem. They may also be unable to identify 
a pilgrim who has been arrested or has died. 

• The Maulim is responsible for managing all 
the pilgrims in their group and looking after 
them. The pilgrimage encompasses many 
places and the number of pilgrims usually is 
between four to six million. This exacerbates 
the problems of looking after a group of 
people. If a problem occurs with one of the 
pilgrims, that is if they are lost or injured, the 
Maulim may not be able to find them and may 
not know that they are in trouble; since 
tracking is impossible. 

• Passport handling is a big issue. When 
pilgrims reach at the airport, their passports 
are given to and held by the groups Maulim. 
From that time until the pilgrims return to the 
airport, at the end of pilgrimage, the passports 
remain in the custody of the Maulim. When 
pilgrims move from one city to another, the 
Maulim carries the passports and produces 
them at the various checkpoints along the 
journey. At the end of the journey, the 
passports are returned to the office of the 
Maulim. In this process, some passports can 
be lost, since they are being carried 
throughout the pilgrimage. Moreover, it can 

be difficult to expedite journeys in 
emergencies. 

• Hajj Fraudsters: Muslims shopping around for 
the best deal on a trip to Mecca, both in their 
local community and increasingly online, are 
attracted by packages flights, accommodation, 
visas which appear to offer good value for 
money. Some operators advertise large 
reductions. Individuals are asked to pay in 
cash or make a direct bank transfer prior to 
their trip and are told they will receive their 
tickets and travel documents nearer to the 
departure date. For some they never arrive. 

 

V. RISK ASSESSMENT IN HAJJ 
Risk assessment is an important step in protecting 
people/workers in project, event, and business. For 
most, that means simple, cheap and effective measures 
to ensure your most valuable asset your workforce are 
protected. A risk assessment is simply a careful 
examination of what, in your work, could cause harm 
to people as complying with the law. It helps you focus 
on the risks that really matter in your workplace the 
ones with the potential to cause harm [13]. In many 
instances, straightforward measures can readily control 
risk, so that you can weigh up whether you have taken 
enough precautions or should do more to prevent harm. 
Workers and others have a right to be protected from 
harm caused by a failure to take reasonable control 
measures. 
Accidents and ill health can ruin lives and affect your 
business too if output is lost, machinery is damaged, 
insurance costs increase or you have to go to court. 
You are legally required to assess the risks in your 
workplace so that you put in place a plan to control the 
risks. A risk assessment should be carried out for a 
proposed event considering all of the hazards, the 
nature and extent of the risks, and the action required to 
control them. This will be a legal requirement in many 
circumstances. There are 4 steps to completing the risk 
assessment form: 

• Identify hazards 
• Identify who could be harmed 
• Assessing the risk  
• Action to control the risk. 

 
A.  Identifying the hazards  

A hazard is something with the potential to cause harm. 
Examples of things that should be taken into account 
include:  

• Any slipping, tripping or falling hazards  
• Hazards relating to fire risks or fire evacuation 

procedures  
• Any chemicals or other substances hazardous 

to health e.g. dust or fumes  
• Any vehicles on site  
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• Electrical safety e.g. use of any portable 
electrical appliances  

• Manual handling activities  
• High noise levels  
• Poor lighting, heating or ventilation  
• Any possible risk from specific 

demonstrations or activities  
• Crowd intensity and pinch points 

 
B.  Identifying those at risk 

After hazard identification has been done, all groups of 
people who may be affected are specified for instance: 
Hajj managers, pilgrims, airport officers, immigration 
fellows, security people; those taking part in road 
users; members of the public (including children, 
elderly persons, expectant mothers, disabled persons), 
local residents and potential trespassers. 
 

C.  Assessing the risk  
The extent of the risk arising from the hazards 
identified must be evaluated and the existing control 
measures taken into account. The risk is the likelihood 
of the harm arising from the hazard. For each hazard 
note down the severity number and the likelihood 
number using the Risk assessment Matrix see Fig. 1 
below) [14]. This process will produce a risk rating of 
HIGH, MEDIUM, or LOW.  

D.  Action to control the risk  
For each risk consider whether or not it can be 
eliminated completely. If it cannot, then decide what 
must be done to reduce it to an acceptable level. Only 
use personal protective equipment as a last resort when 
there is nothing else you can reasonably do. Consider 
the following:  
 

• Remove the hazard  
• Prevent access to the hazard e.g. by guarding 

dangerous parts of machinery  
• Implement procedures to reduce exposure to 

the hazard  
• The use of personal protective equipment  
• Find a substitute for that activity/machine, etc. 

The residual risk is the portion of risk remaining after 
control measures have been implemented. Fig. 2 [14] 
gives suggested actions for the three different levels of 
residual risk. 
 

VI. CONCLUSION 
The Hajj event is unique in numerous respects, 
particularly in measures of scale and mass migration. It 
presents a challenge that impacts the international 
public risks as an increasing number of humans 
become more mobile, with everything this entails in 
terms of potential risks disease transmission and other 
health hazards. 

Hajj management is an overwhelming task. 
International collaboration (in planning vaccination 
campaigns, developing visa quotas, arranging rapid 
repatriation, managing health hazards at the Hajj and 
providing care beyond the holy sites) is vital [15]. The 
most important role is assigned to the Saudi Arabia 
authorities, whose work and preparation for a mass 
gathering of such proportions is decisive and integral 
for the managing of the Hajj [16] and the outcome of 
the whole event. 
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ABSTRACT: 

For abstract we shall discuss the following 
method. DWDM: dense wavelength division 
multiplexing. It is the method for expanding 
the data transfer capacity of optical system 
interchanges. DWDM controls wavelength 
of light to keep sign inside its own specific 
light band. In DWDM system dispersion and 
optical sign are the key elements. Raman 
and 100G advances are particularly 
discussed.  

1.INTRODUCTION: 

DWDM allows many particular and specific 
information science over a solitary fiber.A 
fiber optic link inside helps light from end to 
end. This is a sign infused in one end by a 
LED. (light-discharging diode) by lasers.  
Leds can create flags up to around 300 
Mbits/sec. Lasers can produce motions in 
the multi-gigabit/sec. Leds are used for 
short-separate optical connections. Lasers 
deliver light in “windows”. A window is an 
infrared range that is developed for optical 
transmission. The ITU occupies groups for 
fiber optic frameworks. Fiber optics uses 
light to transmit signals. An optical fiber has 
three segments: 

i. The center (core) conveys the light 
signals.  

ii. The refractive index contrast 
between center and cladding limits 
the light to the center (core).  

iii. The covering (coating) shields the 
glass. 

 

 

 Figure 1. Structure of Optical Fiber 

Fiber optic frameworks utilize light (signals) 
inside the infrared band (1mm to 400 nm 
wavelengths) of the electromagnetic range. 
Frequencies  of  light  in  the optical  range  
of  the  electromagnetic  range  will be  
normally recognized  by  their  wavelength,  
despite the fact that  recurrence  (distance 
between lambdas) gives a more particular 
known proof.  

 

     Figure 2: Optical communication 
wavelength bands     
     in the infrared. 
Wavelength multiplexing method utilizes 
the way that light can be going down the 
fiber all the while with various colors of 
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light without blending or meddling with one 
another.  

2..DWDM COMPONENTS: 

i. Transmitter/ Receiver 
ii. Multiplexer/ Demultiplexer 

iii. Optical Add/Drop Multiplexer 
iv. Optical Amplifiers 
v. Transponder 

 

Figure 3: Block diagram of Fiber Optic 
Transmission system 

Details of the above components: 

2.1.Transmitter / Receiver 

Fiber optic transmission gives the same essential 
components as copper-based transmission 
frameworks. A transmitter, (receiver), and a 
medium by which the sign is passed from one to 
the next. For this situation, optical fiber as 
shown in figure 3.  

2.2.Multiplexer / Demultiplexer 

• It is the methodology in which 
various data streams starting from 
opposite sources are consolidated 
and transmitted over a single data. 
Multiplexing is followed by a gear 
called multiplexing (MUX). 

•  It  is put at the Transmitting End of the 
correspondence  join.  At  the  Receiving 
End,  the  Composite  Signal  is 
differentiated  by  a  gear  called 
Demultiplexer  (DEMUX). 

Demultiplexer performs the opposite 
methodology of Multiplexing and 
courses the divided signs to their 
comparing Receivers or Destinations 
shown in figure 3. 

 

2.3.Optical Add/Drop Multiplexer 

• It is used as a part of wavelength 
division multiplexing steering fiber 
optic signs. The include and drop 
individual sets of wavelength 
channels from a thick wavelength 
division multiplexing (DWDM) 
multi channel. 

         

 

Figure 4: Optical Add/drop 
Multiplexer 

2.4. Optical Amplifiers: 

• It is an essential optical correspondence 
connection including a transmitter and 
beneficiary, with an optical fiber link 
uniting them. 

• Mediums, for example, copper, there is 
still a cutoff of around 100 km on the 
separation, the signs can go before 
getting to be so loud, it would be 
impossible to  be located.  

• Before the commercialization of 
optical speakers, it was necessary to 
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electronically recover the optical 
flags each 80-100 km with a 
particular end goal to complete 
transmission over long separations. 

 

 
Figure 4:Optical Amplifier 

This implied getting the optical flag, 
cleaning and enhancing it electronically, and 
after that retransmitting it throughout the 
following section of the correspondence 
join.  

2.5.Transponder (Wavelength Converter) 

• transponders  change over  optical  
signals  from  one  nearing 
wavelength  to  an alternate  cordial  
wavelength  suitable  for DWDM  
applications.  

 

 Figure 5: Transponder Performance 

Transponder performance in four steps: 

• The transponder acknowledges info 
in the structure of a standard single-
mode or multimode laser beat.  

• The info can originate from diverse 
physical media and different 
conventions and activity sorts. 

• The wavelength of the transponder 
info sign is on DWDM wavelength.  

• DWDM  wavelengths  from  the  
transponder  will be  multiplexed    
from  the  immediate  interface  to  
structure a composite optical  signal 
which  will be  sent. 

         

 

Figure 6:Block Diagram of How 
Transponder works 

Sending DWDM frameworks permitted 
transporters to serve tremendous limit of 
information via convey different 
wavelengths over a solitary pair of fiber. For 
transporters, this implies a noteworthy 
expense investment funds contrasted with 
the expense of sending single-channel 
systems or overlaying different systems for 
each one administration advertising. 
Notwithstanding, because of increment in 
web activity particularly feature movement 
and versatile backhaul, even 40-channel 
WDM frameworks worked at 10 Gbps every 
wavelength are rapidly arriving at limit on 
intensely utilized courses. Transporters 
require a financially savvy answer for 
growing limit, while in the meantime 
diminishing the expense every bit 
transported. To meet quick movement 
development, numerous merchants have 
created 40 Gbps transponders and 
muxponders that can be utilized with 
existing sent WDM systems offering a 4× 
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increment in system limit. Its genuine test 
for bearers to get the transmission 
information rate increment by utilizing the 
current framework. While 40g offers quick 
advantages, continually expanding 
information development (Youtube, cell 
phone and so on.) obliges sending of 
considerably higher-limit DWDM 
frameworks  

(e.g. 80 channels) with higher information 
rates (100 Gbps) used on every wavelength. 
Lamentably, as optical velocities expand, it 
gets to be progressively hard to overcome 
optical hindrances as velocity is specifically 
proportionate to the disability and still attain 
to satisfactory execution. The business is 
beginning to tackle these 100g transmission 
issues and create key 100g optical parts 
expected to actualize and send 100g in true 
systems.  

Engineering Issues 

Optical flags in a fiber are presented to 
various ruinous optical hindrances including 
Chromatic Dispersion (CD) and Polarization 
Mode Dispersion (PMD). These impedances 
bend the honesty of the first optical signs; 
constraining the separation they can be 
transported.  

Upto 10gbps information arte, the industry 
has discovered strategies to tackle and make 
up for these optical debilitations. Sadly, the 
optical debilitations deteriorate and 
significantly more hard to make up for as 
rates increment, as demonstrated in Figure 7. 
Creative procedures are obliged to transmit 
100g over metro, provincial and whole deal 
optical systems. We can see the debilitation 
gets intensify by 10 times when we bounce 

from 10gbps to 100gbp.

 

      Figure 7: Transmission Impairment 
Sensitivity 

Modulation 

Adjustment – pushing more bits 
immediately Given that optical execution 
weaknesses intensify with expanding 
speeds, one approach to take care of this 
issue is to send various bits of information 
down the fiber all the while, lessening the 
general image rate. Encoding different bits 
of data into an image is known as "tweak." 
Up to 10 Gbps, optical frameworks use 
straightforward on-off keying (OOK) to 
speak to the advanced 1s and 0s. A "1" is the 
laser light turned on, and a "0" is the laser 
light turned off, so one bit of data is 
transmitted with every optical image. This is 
an extremely basic and financially savvy 
tweak procedure, and it has worked 
exceedingly well in optical systems up to 10 
Gbps. At higher information rates, more 
advanced regulation procedures are obliged 
to minimize the impacts of optical 
debilitations. At 100g, the industry has 
institutionalized on a balance plan known as 
DP-QPSK, as indicated in Figure 2. A DP-
QPSK modulator is generally mind boggling 
and immoderate to actualize, yet it permits 
four bits of information to be encoded and 
sent as one optical image. With the lower 
optical image rate, 25 Gbaud rather than 100 
Gbps, optical hindrances are sort of simpler 
to adjust.  
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Coherent Receivers 

Rational recipients – recouping the bits Like 
100g transmitters, 100g optical beneficiaries 
are more intricate because of the complex 
DP-QPSK balance plan. Up to 10 Gbps, a 
straightforward photograph finder changed 
over the approaching photons to 
computerized "1" or "0" flags, an extremely 
basic and moderately minimal effort 
approach. With the presentation of 100g DP-
QPSK tweak, a substantially more 
perplexing optical beneficiary is needed, as 
indicated in Figure 3.the extra intricacy has 
a couple of profits. The rapid Adcs and DSP 
permit optical disabilities, for example, CD 
and PMD, to be repaid electronically inside 
the DSP, offering a bigger scope of 
recompense and better control. The DSP 
empowers various extra recompense and 
estimation strategies to be executed that 
essentially weren't conceivable with the 
optical-just photograph locator beneficiaries 
utilized at 10 Gbps and lower rates. For 
most merchants, these calculations are the 
genuine mystery sauce of their 100g optical 
units, and they separate the execution levels 
of these units contrasted with their 
competitors. 

 

 

 

3.100G application 

At a very high state, the voracious interest 
for rapid information administrations, 
especially Internet feature administrations, is 
driving the requirement for higher system 
limits. Inside optical transport organizes; 
this interest for extra transmission capacity 
is bringing about a few essential 100g 
applications: 

• Backbone capacity expansion 

• Router Interconnect 

Spine (Backbone) limit development 
Wavelengths over a LH or ULH a piece of 
the system are at a premium, because of the 
cost of the long term wavelengths and in 
addition the separations voyaged. For 
instance, including overlay limit along a 
Chicago-to-Atlanta course can be restrictive 
because of the long separations and the 
quantity of OADM and ILA hubs needed. 
Far more atrocious is a circumstance in 
which a bearer is out of limit and out of 
extra strands along the course, following the 
main option is an extremely costly extend to 
burrow, force and develop new fiber along 
the whole course – effortlessly a 
multimillion-dollar venture To guarantee 
these wavelengths are completely used, most 
metro territories have conglomeration stages 
that consolidate lower-rate administrations 
into huge, full 10g funnels for hand-off to 

Figure 8:100G Modulator based on DP‐QPSK

Figure 8:100G Modulator based on DP‐QPSK
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the spine system. Because of the expense of 
the whole deal wavelengths, redesigning 
spine systems will be one of the first 
applications for 100g muxponders and 
transponders. By including 100g 
muxponders at the total focuses, bearers can 
grow their spine limits by a variable of 10 
without the expense of extra WDM overlay 
systems or fiber development. 

 

Router Interconnect 

The optional 100g application is for switch 
interconnection as indicated in Figure 10. 
Today, numerous switches use different 10g 
associations over a system, as indicated on 
the left half of the outline. As the quantity of 
10g switch interconnections expands, switch 
expenses go up, switch proficiency 
decreases and operational intricacy 
increments for the transporter. At one point, 
it bodes well for switch to a solitary switch 
port running at 100g. As 100g switch 
interfaces get to be accessible, transporters 
will begin to see more demands for 100g 
private-line administration to interconnect 
these fast switches. The switch interconnect 
application happens crosswise over metro 
systems, territorial systems and national 
spine systems.  

ISSUES IN CABLE PERFORMANCE: 

Fiber optic link has specific qualities that 
breaking point its execution. Assembling of 
the link from distinctive producers may 
display varieties in these characteristics; 
Attenuation and Dispersion are the two 
primary issues that influence the essential 
execution of the fiber transmission 
framework.  

Three sorts of gadgets may be utilized to 
overcome constriction:  

• Electronic Regenerator: This gadget 
recovers motions by first changing over 
optical signs to electrical signs. The 
electrical sign is recovered, changed over 
once again to optical, and infused go into the 
fiber. Regenerators are excessively wasteful 
for current high velocity optical systems 
because of electrical recovery necessities. 
On WDM frameworks, every wavelength 
obliges its own particular opto-electric 
enhancer, an extravagant suggestion if there 
are numerous wavelengths.  

•EDFA Short for erbium-doped fiber 
intensifier. EDFA is an optical repeater 
gadget that is utilized to support the force of 
optical signs being brought through a fiber 
optic correspondences framework. An 
optical fiber is doped with the uncommon 
earth component erbium so the glass fiber 
can ingest light at one recurrence and radiate 
light at an alternate recurrence. An outer 
semiconductor laser couples light into the 
fiber at infrared wavelengths of either 980 or 

Figure 10:100G Router interconnect/private‐line service
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1480 nanometers. This activity energizes the 
erbium iotas. Extra optical signs at 
wavelengths somewhere around 1530 and 
1620 nanometers enter the fiber and fortify 
the energized erbium molecules to discharge 
photons at the same wavelength as the 
approaching sign. This activity opens up a 
feeble optical sign to a higher force, 
influencing a support in the signal strength. 

4.RAMAN Amplifier: 

RAMAN enhancer is an alternate critical 
speaker innovation other than EDFA. The 
working foremost behind Raman speaker is 
called animated Raman dissipating which 
was found by Sir Chandrasekhar Raman in 
1928. He portrayed a methodology when 
light photons collaborate with matter atoms; 
they disperse to a higher wavelength. The 
photon energizes the matter atoms to a high 
(virtual) vitality state, which then unwinds 
once again to the starting state by radiating 
an alternate photon and also vibrational 
vitality. Because of the vibrational vitality, 
the transmitted photon has less vitality than 
the occurrence photon, and consequently a 
higher wavelength.  

Keeping in mind the end goal to get fitting 
optical enhancement we need animated 
Raman dissipating ( a nonlinear impact in 
optical fiber)  which is  a comparative 
methodology when a higher wavelength 
photon energize the scrambling procedure, 
i.e. the ingestion of the introductory photon, 
bringing about the discharge of a second 
higher wavelength photon, therefore giving 
intensification. This is indicated in Figure 1 
for silica strands, where a ~1550nm sign is 
opened up through retention of pump vitality 
at ~1450nm.  

 

In Raman intensification the increase range 
relies on upon the wavelength of pump with 
greatest addition happens around 100nm 

higher then pump wavelength. Then again in 
EDFAs, the increase ranges is steady and 
focus by Erbium iotas.

 

 

There are 2 types of Raman amplifiers: 

• Dispersed Raman Amplifiers: 
Dispersed Raman Amplifiers or 
DRA which utilizes the transmission 
itself as a medium into which a high 
power pump laser (Raman pump)  is 
infused at the far end which flies out 
regressive to increase the signal.  

• Discrete Raman Amplifier: 
In Discrete Raman Amplifier, a loop 
of committed fiber is utilized 
alongside a pump laser. 

 

 

In real world, Raman Amplifiers are utilized 
together with EDFA intensifier to 
completely use their separate playing point.  

Figure 12: 100G  Discrete Raman Amplification
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As indicated in the picture, Distributed 
Raman intensifier, open up the sign in 
retrogressive course and EDFA increase the 
sign in forward bearing. The comparing sign 
force level is demonstrated in the base 
picture, the first flag (spotted line) first gets 
weaker by fiber misfortune yet later it step 
by step increments by infusing the 
retrogressive Raman pump and directly after 
the Raman speaker, the sign is instantly 
supported again by EDFA 
enhancer(amplifier).  

Dispersion/Scattering 

An alternate trademark is scattering, which 
is the expanding of a light heartbeat as it 
goes down the link. Exorbitant scattering 
will make a sign hard to peruse by the 
collector. At the point when a LED or laser 
sends light into a multimode fiber, a scope 
of wavelengths of light is available. Some of 
those wavelengths go at distinctive rates 
than others. The impact is to misshape 
waveforms, which can result in blunders in 
perusing the sign at the flip side of the link. 
Reviewed record link is intended to 

minimize the postponement of the slower 
wavelengths.  

There are four types of dispersion: 

• Material scattering Variations in the 
refractive properties of the link 
reason signal scattering.  

 

• Modal dispersion    Occurs in 
multimode link. Light takes diverse 
ways through the link with light on a 
few ways having a more drawn out 
travel time than others. Reviewed 
link adjusts this effect. 

• Chromatic dispersion:   This happens 
in light of the fact that a few 
wavelengths go through a medium 
speedier than others. The more 
drawn out the link, the more 
regrettable the impact, and the harder 
it is to peruse the sign.  

• Waveguide dispersion:   This 
scattering happens in single-mode 
fiber because of the distinction in the 
velocity of the sign between the 
center and the cladding. It causes 
chromatic scattering.  

• G.652 link, utilized in most business 
frameworks, exploits the 1,310-nm 
window where chromatic scattering 
is minimized. This window is 
regularly called the zero-scattering 
point-it is the extent where chromatic 
scattering is minimized on the 
grounds that the waveguide 
scattering offsets material scattering.  

• Long-pull bearers, then again, have 
higher data transmission and 
separation prerequisites, so G.653 
and G.655 "scattering moved" fiber 
working in the C band is favored. 
The C band is utilized for DWDM 
frameworks, which help numerous 

Figure 12: 100G  Distributed Raman Amplification
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nearly divided channels at 
information rates of 10 Gbits/sec and 
higher. Two different groups are 
presently being utilized to help limit 
and separation: the 1,460 nm to 
1,530 nm S band and the 1565 to 
1625 L band. A more up to date 
methodology utilizes solution 
innovation, which can be utilized to 
make a link framework that extends 
almost partially far and wide.  

• Note that it is conceivable to help 
DWDM on numerous more seasoned 
fiber links. Standard single- mode 
fiber will help DWDM at lower 
information rates. Some more 
seasoned scattering moved filaments 
were not ready to handle DWDM, 
however these links may be made to 
act like nonzero scattering link by 
utilizing wavelength above and 
underneath the 1,550-nm window.  

• Corning and Lucent are the real 
suppliers of whole deal link. Lucent's 
Truewave and Allwave links are 
made of single-mode nonzero 
scattering strands that help all the 
wavelength windows. True wave is 
particularly intended for optically 
intensified, high-powered long-
remove DWDM systems working in 
both the C band and the L band. 
Both link sorts are produced with a 
protected purging methodology to 
uproot water particles in the center, 
along these lines permitting more 
extensive range utilization.  

• Corning’s LEAF is a solitary mode 
NZ-DSF fiber intended for DWDM 
frameworks. It joins low lessening 
and low scattering with a powerful 
range that is 32 percent bigger than 
non- NZ-DSF fiber. This permits 
more power to be pumped into the 
system over more channels without 
nonlinear impacts that make clamor, 

contort flags, and debase execution. 
It can work at 10 Gbits/sec or higher 
utilizing high-yield power EDFAs.  

• Corning’s Metrocor fiber is a solitary 
mode NZ-DSF link enhanced for 
short-separate metropolitan use. It 
doesn't require the effective lasers 
that are needed in the whole deal 
environment thus aides lessen the 
expense of actualizing metropolitan 
fiber systems.  

Bearer systems are confronting huge 
increments in transfer speed transported, 
because of a blend of higher-pace business 
information administrations, portable PDAs 
and Internet feature activity. In the 
meantime, these systems are under huge 
weight to bring down their expense every bit 
transported. The arrangement is to convey 
more bits every wavelength by using 100g, 
ensuing in better system usage, higher 
ghostly efficiencies and lower general 
working expenses. Higher optical velocities, 
past 10 Gbps, bring about huge execution 
punishments because of optical impedances, 
for example, chromatic scattering and PMD.  

Propelled tweak procedures and cognizant 
recipients defeat these optical debilitations 
and confinements, permitting 100g 
transponders and muxponders to be 
conveyed over existing systems. In 2010, the 
optical segment industry reacted with 100g 
coordinated optical segments, which 
empower the presentation of 100g 
transponders and muxponders in 2011. 
Beginning 100g applications will probably 
be centered around expanding limit 
crosswise over spine systems and 100g 
switch interconnections. 

5.COMPARISON OF TRANSMISSION 
PERFORMANCE OF THREE OPTICAL 
FIBERS: 

We think about the transmission execution 
of three diverse optical filaments in discrete 
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256 Gb/s PM-16qam frameworks intensified 
with erbium doped fiber speakers (EDFAs) 
and disseminated Raman enhancement. The 
compass length in every framework is 100 
km. The filaments contemplated incorporate 
standard single-mode fiber, single-mode 
fiber with ultra-low misfortune, and ultra-
low misfortune fiber with substantial 
successful territory. We find that the single 
mode fiber with ultra-low misfortune and 
the huge viable range fiber with ultralow 
misfortune manage the cost of achieve 
favorable circumstances of upto around 31% 
and 80%, individually, over standard fiber 
measured at separations with 3 db edge over 
the forward slip revision (FEC) limit. The 
Raman intensified frameworks give around 
half achieve length upgrade over the EDFA 
frameworks for each of the three filaments 
in the test set-up. For the best performing 
fiber with expansive successful zone and 
ultra-low misfortune, indisputably the 
achieve lengths with 3 db edge are more 
noteworthy than 1140 km and 1700 km for 
the for EDFA and Raman frameworks, 
separately. 

INTRODUCTION TO TRANSMISSION 
PERFORMANCE 

As overall information activity keeps on 
growing, comparative development 
necessities are put on the  
limit of whole deal fiber-optic 
correspondence. This basic has driven 
scientists to explore signal bit rates and 
otherworldly efficiencies past 100 Gb/s, 2.0 
b/s/Hz in sound optical frameworks. The 
following venture up in limit without 
expanding the framework image rate might 
be 200 Gb/s every wavelength channel 
utilizing 16-ary quadrature with excess 
balance (16qam), which gives 4 bits/image 
every polarization. Thusly, there has been a 
critical level of exertion as of late steered 
towards exhibiting 200 Gb/s every channel 

with polarization multiplexed 16qam (PM-
16qam) signs . 
 
 

In any case, an essential test of this 
adjustment arrangement is its altogether 
decreased scope  
in correlation to 100 Gb/s PM-QPSK 
signals. The lessened span is mostly 
attributable to the higher optical-sign to-
clamor (OSNR) needed for 16qam signs 
than QPSK signals with the same image rate 
to attain to a similar bit mistake degree 
(BER). For perfect signs,  
16qam signs require roughly 7 db higher 
OSNR than QPSK [7]. This would prompt 
an achieve lessening for 200 Gb/spm-16qam 
by a component of around 5x in examination 
to 100 Gb/s PM-QPSK. By and by, 
nonetheless, the lessening in achieve may be 
more serious [5] because of bigger usage 
punishments connected with 16qam 
transmitters. In view of the higher OSNR 
prerequisites for 200 Gb/s PM-16qam 
frameworks, it is imperative to increment 
framework OSNR through every methods 
accessible. An essential course to upgrading 
OSNR and along these lines  
expanding framework range is by the 
utilization of optical fiber with lower 
lessening and/or bigger  
successful region. Both credits can serve to 
expand OSNR in examination to standard 
fiber. In this work, we specifically analyze 
tentatively measured transmission reach for 
256 Gb/s PM-16qam frameworks in excess 
of three distinctive optical strands with both 
EDFA and Raman enhancement. The three 
strands incorporate standard G.652-
agreeable single-mode fiber, G.652-
consistent fiber with ultra-low misfortune, 
and a G.654-consistent fiber initially created 
for submarine applications with both ultra-
low misfortune and a bigger successful 
region. We find that the extensive viable 
region, ultra-low misfortune fiber shows an 
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achieve advantage over the standard single-
mode fiber of up to 80%. The achieve point 
of interest of the Raman frameworks was 
around half over the EDFA frameworks for 
all filaments in the test design. 
 

EXPERIMENTAL SETUP: 

A schematic chart of the general test set-up 
is demonstrated in Fig. 1. 20 optical 
wavelengths were balanced together with a 
32 Gbaud 16qam transmitter. The channel 
under test was encoded on an outer cavity 
laser (ECL) with 100 khz linewidth, and the 
other 19 channels were encoded on DFB 
lasers. The channel dispersing was 50 Ghz. 
The channels were polarization multiplexed 
and afterward passed through a short bit of 
fiber (around 8 km, 160 ps/nm scattering) to 
de-relate nearby channels by > 2 images 
before being propelled into a re-circling 
circle assembled with the given fiber under 
test (FUT). The circle transmission medium 
was contained three 100 km compasses of 
fiber with either a solitary stage EDFA or 
regressive pumped Raman intensifier toward 
the end of each one compass. On account of 
the Raman intensifiers, the pump flows were 
changed in accordance with give 
straightforwardness, i.e. Raman increase 
sufficient to adjust for the previous compass 
misfortune. Three pump wavelengths at 
1427 nm,1443 nm, and 1462 nm were 
utilized. The rest of the circle incorporated a 
circle synchronous polarization scrambler, 
an increase leveling filter, and an alternate 
EDFA to adjust for the circle component 
misfortune. 
 
Channels were chosen for discovery in a 
polarization- and stage assorted 
computerized intelligible collector with a 
free-running neighborhood oscillator with 
100 khz linewidth. The four signs from the 
adjusted photodetectors were digitized by 
simple to-computerized converters working 

at 50 Gsamples/s utilizing an ongoing 
inspecting oscilloscope with 20 Ghz 
electrical data transfer capacity. BER 
qualities were computed through immediate 
mistake numbering over more than 3 million 
bits with logged off computerized sign 
transforming steps including quadrature 
lopsidedness recompense, up-inspecting to 
64 Gsamples/s, chromatic scattering 
payment utilizing a recurrence area 
equalizer, advanced square-and-channel 
clock recuperation, polarization 
demultiplexing and adjustment utilizing a 
21-tap versatile butterfly structure with 
channel coefficients dictated by a range 
regulated consistent modulus calculation 
(CMA) [8] taking after preconvergence 
utilizing a standard CMA, bearer recurrence 
counterbalance utilizing a ghastly space 
calculation, and stage recuperation utilizing 
a food forward calculation [9]. All 
chromatic scattering was repaid digitally in 
the logged off handling.  
 

 
 
Figure 13: Experimental System Setup 
The 16qam optical transmitter is 
demonstrated schematically in Fig. 2. Four 
double 32 Gbaud signs yield from a 
heartbeat design generator were 
consolidated in sets with 6 db relative 
lessening contrast between the signs in each 
one sets. Relative deferrals of a few several 
images served to de-associate the individual 
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2 15-1 PRBS signals from one another, and 
additionally the ensuing pair of 4-level 
heartbeat plentifulness balance (PAM) 
electrical signs driving an IQ optical 
modulator. The 32 Gbaud image rate 
delivers a general bit rate of 256 Gb/s for the 
PM-16qam signs, with a 28% aggregate 
overhead over the ostensible 200 Gb/s 
information rate.  

 
Figure 14:Simplified schematic diagram of 
the 16QAM Transmitter Configuration 
 
The expected delicate choice FEC (SD-
FEC) has a crude BER limit of 2x10−2 for a 
post-FEC lapse rate of <10 .[10] 
 
The three fibers tested were Corning ®SMF-
28e + , 
®SMF-28 , ULL and Vascade ®EX2000 
optical fibers. The attenuation values for 
these 3 fibers were 0.191 dB/km, 0.166 
dB/km, and 0.161 dB/km, respectively.The 
fiber effective areas were 82 μm² , 82 μm² 
and 112 μm², respectively. The nominal 
chromatic dispersion at 1550 nm is about 
16.5 ps/nm/km for SMF-28e + ®fiber, 16 
ps/nm/km for SMF-28® ULL fiber, and 
about 20 ps/nm/km for Vascade ®EX2000 
fiber. 
 
EXPERIMENTAL TRANSMISSION 
RESULTS: 
 
A solitary channel consecutive OSNR 
affectability characterization of the PM-
16qam transmitter and beneficiary was 
initially performed before transmission tests 
over fiber. The results are demonstrated in 
Fig. 3. When contrasted with a perfect 

transmitter and recipient match, the 
exploratory usage punishment was around 
3.2 db at a BER estimation of 1 x 10 . 
Transmission tests over the three diverse 
optical strands were initially performed for 
the EDFA frameworks. The EDFA toward 
the end of each of the initial two compasses 
was a solitary stage EDFA. The EDFA 
toward the end of the third compass was a 2-
stage preamp and supporter with the circle 
synchronous polarization scrambler and 
tunable addition evening out channel put in 
the  
mid-stage. The same EDFAs were utilized 
for every one of the 3 fiber frameworks. For 
every fiber tried, we initially decided the 
ideal dispatch power into the compasses by 
measuring BER as a capacity of channel 
force at the separation of 600 km (2 circle 
disseminations). The results for the channel 
power streamlining for every one of the 
three strands are indicated in Fig. 4(a). The 
ideal channel force was around 0 dbm for 
both SMF-28e + ® and Vascade ® Ex2000 
strands, while it was about −1 dbm for SMF-
28 ® ULL fiber. The ideal dispatch force is 
dictated by both the fiber powerful territory 
and in addition the fiber attenuation. 

 
Figure 15(a) : Channel Power (dBm) 
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Figure 15 (b) : Distance (km) 
 
With the ideal dispatch force set for every 
fiber framework, we then measured the BER 
of the 1550.92 nm direct in the middle of the 
20 channel framework as a capacity of 
transmission separation. The consequences 
of these estimations are demonstrated in Fig. 
15(b) regarding 20log(q) in db as a capacity 
of separation. Q is computed by Q = 
√2erfc−1 (2•ber). Figure 15(b) additionally 
demonstrates two dashed lines relating to Q 
estimations of 6.25 db (the SD-FEC edge), 
and 9.25 db (3 db edge over the limit). The 
longest transmission scope is unmistakably 
gotten with the ultra-low misfortune and 
huge viable region Vascade Ex2000 fiber. 
Each of the 20 channels were measured with 
Q values over the FEC edge at 2700 km 
with this fiber. The spread of the Q values  
over each of the 20 channels is spoken to by 
the blunder bars in Q at this separation. 
Likewise, each of the 20 channels were 
additionally measured for the other two 
strands at the greatest circle separations 
underpinned and the Q spread in each one 
case is spoken to by slip bars. For every one 
of the three strands, the OSNR of the 
estimation channel for the separation with Q 
closest to the SD-FEC edge was around 22 
db.  
Exploratory transmission set-ups frequently 
incorporate a different modulator for odd 
and even channels as a method for 
guaranteeing that nearby channels have de-

related information streams. Our set-up 
utilized one modulator for all channels 
because of equipment confinements yet 
incorporated a bit of optical fiber on the 
transmitter side which served to de-associate 
adjoining channels by a couple  
images before dispatch into the re-circling 
circle through chromatic scattering. To 
check this present course of action's 
viability, we additionally measured the BER 
of the focal 1550.92 nm estimation channel 
with the two adjoining diverts turned off as a 
capacity of separation to contrast with the 
information with the nearby channels on. A 
case of the consequences of this correlation 
for the SMF-28 ULL fiber are indicated in 
Fig. 5 in which Q is plotted versus OSNR, 
with every information point speaking to an 
alternate separation. The almost 
insignificant contrast between the cases with 
neighboring diverts on and off proposes that 
the single modulator utilized in the 
transmitter does not fundamentally influence 
the nonlinear conduct of the framework with 
all scattering recompense performed 
digitally in the beneficiary.  
 

 
Figure 16: Q vs. OSNR for SMF-28 ULL 
fiber system with EDFAs 
The transmission consequences of the 
EDFA frameworks are outlined in Figs. 6(a) 
and 6(b) as the achieve length for every fiber 
for shifting levels of Q edge over the SD-FE 
limit. The compass was dead set for the 
1550.92 nm channel by interjection of the 
measured information focuses taken for 
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different circle disseminations. The achieve 
lengths in km are given in Fig. 6(a) while 
Fig. 6(b) demonstrates the achieve qualities 
standardized to that of the standard single-
mode fiber. At the essential 3 db edge level, 
the Vascade Ex2000 fiber and the SMF-28 
ULL fiber have  
achieved favorable circumstances over the 
standard single-modefiber of 80% and 31%, 
separately. These relative results for SMF-
28 ULL fiber contrasted with standard 
single-mode fiber are reliable with prior 
results acquired for 40 Gb/s non-intelligible 
transmission frameworks [11]. 

 
Figure 17(a): Summary of reach length 
results for EDFA systems with 100 km 
spans. (a) Absolute  
reach lengths in km. 

 
Figure 17(b): Reach lengths normalized to 
that of standard single-mode fiber. 
 
Frameworks utilizing these same three 
optical filaments increased by retrogressive 
Raman pumping  
were explored next. For these frameworks, 
the Raman pump forces were balanced in 

each case to completely make up for the loss 
of the first compass and the discrete loss of 
the Raman module. The evaluated aggregate 
Raman pump power every compass required 
was around 850, 750, and 935 mw for the 
SMF-28e + , SMF-28 ULL, and Vascade 
Ex2000 strands, separately. The promoter 
EDFA was utilized toward the end of the re-
coursing circle to make up for the loss of the 
circle components. As in the recent past, 
ideal channel dispatch forces were initially 
decided, this time at 900 km separation, and 
after that the BER estimations of the focal 
point 1550.92 nm channel inside the 20 
channel framework were measured at the 
optimal channel control as a capacity of 
transmission separation for all fiber 
frameworks. The results from these two sets 
of estimations are demonstrated in Figs. 7(a) 
and 7(b), individually. The ideal channel 
forces were 2.5-3 db lower for every fiber 
contrasted with the EDFA frameworks. The 
mistake bars in Fig. 7(b) again speak to the 
spread in Q qualities measured over each of 
the 20 channels at the separations at which 
all channels were over the SD-FEC limit. 
For the Raman frameworks, these 
separations were 2100 km, 2700 km, and 
3600 km for SMF-28e + , SMF-28 ULL, 
and Vascade Ex2000, separately. At the SD-
FEC edge, the OSNR estimations of the 
estimation channel were around 0.3-0.7 db 
higher than in the EDFA frameworks, 
maybe reflecting little punishments from 
twofold Rayleigh back-diffusing (DRBS) for 
the Raman frameworks. The framework 
built with Vascade Ex2000 had the littlest 
such punishment because of the fiber's 
bigger successful range and littler obliged 
increase. 
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Figure 18(a): Raman amplified systems: (a) 
BER asa function of channel power for 
1550.92 nm  
channel in 20 channel systems. 
 

 
Figure 18(b): Q vs. transmission distance for 
1550.92 nm channel in 20 channel systems. 
Error bars show range of Q values over all 
20 channels at select distances. 
 
The Raman enhanced frameworks 
information are condensed in Figs. 18(a) and 
18(b). In Fig. 18(a), unquestionably the 
achieve lengths of the strands at diverse Q 
edges are given, while in Fig. 18(b), the 
achieve lengths are standardized to that of 
the standard single-mode fiber.with 3 db Q 
edge, the achieve lengths of the Vascade 

Ex2000, SMF-28 ULL, and SMF-28e + 
fiber frameworks were 1700 km, 1240 km, 
and 970 km, separately. These results 
compare to achieve points of interest of the 
two ultra-low misfortune strands with 3 db 
edge of 76% and 28%. 
 

 
 
Figure 19(a): Summary of reach length 
results for Raman systems with 100 km 
spans. (a) Absolute  
reach lengths in km. 

 
 
Figure 19(b): Reach lengths normalized to 
that of standard single-mode fiber. 
 
For these re-flowing circle exploratory 
frameworks, the reach advantage of the 
Raman frameworks contrasted with the 
EDFA frameworks are around half for each 
of the three optical strands at the 3 db edge 
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level. It is normal that this achieve playing 
point would be more noteworthy in straight-
line frameworks without extra circle 
component misfortunes. 
 
 
CONCLUSION: 
 
We have examined 256 Gb/s PM-16qam 
transmission in excess of three optical 
filaments with two diverse intensification 
plans in100 km compass frameworks. The 
achieve lengths of every fiber with each one 
kind of intensification were thought about. 
For EDFA frameworks, the scope of the 
standard single-mode fiber was around 630 
km with 3 db Q edge over the SD-FEC limit, 
while a ultra-low misfortune G.652-
agreeable fiber span was around 830 km, 
and it was around 1140 km for a ultra-low 
misfortune, huge viable region G.654-
compliantfiber. For Raman intensified 
frameworks, those achieve qualities 
expanded to around 970 km, 1240 km, and 
1700 km, separately.  
 
Raman intensification gave around a half 
reach increase to every one of the three 
filaments tried. The analyses highlight the 
profits of utilizing progressed optical 
filaments with ultra-low weakening and/or 
bigger compelling range, and also Raman 
intensification, to attain to achieve lengths 
with sufficient edge that may be viable and 
financially savvy in business arrangements. 
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ABSTRACT: Information and knowledge 
engineering is a significant field for 
various applications on processes around 
the globe. This investigation paper 
provides an overview of the status of 
development of the concept and how it 
relates to other areas such as information 
technology. The area that is of primary 
concern to this research is the connection 
with artificial intelligence. There is a 
revelation that knowledge engineering 
derives most of its operational domains 
from the principles of that concept. There 
is also a strong relation with the area of 
software development. As the research 
shows, they both have the same end 
products and procedures of attaining it. 
They both produce a computer program 
that deals with a particular issue in their 
contexts. The discussion also focuses on 
the two modeling approaches that are 
canonical probabilistic and decision-
based software processes. There is a 
description of the typical knowledge 
engineering process that each activity has 
to go through for efficient operation. The 
paper also takes a look at of the 
applications of knowledge-based systems 
in the industry. 
 
1.0 INTRODUCTION 
 Knowledge-based systems are a form 
of computer programs that utilize a 
particular base of information to solve 
complex problems that their users define to 
them [12]. They derive their workability 
from the ideals and principles of artificial 
intelligence to provide algorithms that 
develop the architecture a person uses to 

describe and solve a problem that is 
pertinent to a particular field of study. 
Therefore, the utilization of knowledge-
based systems can lie in the technical, social 
and scientific fields of approach depending 
on how the developer creates them. There 
have been various adjustments on these 
systems to ensure they advance according to 
the other technological signs of progress that 
scientists are making in computing [1]. 
There are various attempts, for example, to 
make the knowledge-based systems perform 
their function while using the internet. Such 
an improvement can make them relevant to 
cloud computing platforms whose essence in 
the fields of information technology has 
been steadily growing in the recent past 
[17]. 
 This paper has its focus on the 
techniques that the people use to create and 
manage knowledge-based systems. 
Knowledge engineering covers the 
technical, social and scientific fields to 
develop, maintain and utilize those systems 
and their pertinent aspects [19]. There are 
various enhancements that the systems bring 
to the area of information technology that 
leads to the increase in their application. 
Knowledge engineering derives from 
different aspects of that field including 
databases, artificial intelligence, expert 
systems, and decision support systems [11]. 
The concept is important in shared 
frameworks of information that enable its 
broad utilization. This paper discusses the 
concepts of information and knowledge 
engineering and its relationship with 
computing. There will be an overview of the 
functions of knowledge-based systems and 
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their functions in the field of information 
technology and management to establish 
these concepts. Then there will also be a 
look at the models that define knowledge 
engineering. 
 
2.0 LITERATURE REVIEW 
2.1 What is Information and Knowledge 
Management? 
 Knowledge engineering is a 
multidisciplinary concept that requires the 
combination of the social, technical and 
scientific aspects to develop, utilize and 
maintain a knowledge-based system [22]. 
The concept applies information from the 
development of computing systems as a 
basis for its existence. Knowledge 
engineering, therefore, has a close 
relationship with most other fields of 
computer science that this paper will focus 
upon in the next sections. For example, the 
approaches that knowledge engineering uses 
derive from the principles of artificial 
intelligence that is a developing concept in 
the field of computing [14]. In other words, 
knowledge engineering is a field that leads 
to the development of computer programs 
and systems that facilitate problem solution 
using artificial intelligence. Therefore, it 
also derives from the basis of software 
engineering to develop the end product that 
consumers wish to see. It is then easy for the 
researcher to conclude that the concept is a 
sub-domain of computing and information 
technology. 
 There has been an increase in 
societal dependence on information systems 
and knowledge as a way to develop various 
models that assist a lot of people’s 
operations [21]. Those actions have 
necessitated the growth in the fields of 
knowledge engineering to provide solutions 
to the workability of those systems and their 
aspects in different areas of study. That has 
led to the evolution of the knowledge-based 
systems and the field of knowledge 

engineering to adapt to the changes that the 
society is witnessing. Technological 
advancements have been at the forefront of 
the factors that have the greatest influence 
on the development of knowledge 
engineering [4]. The significance of 
knowledge in businesses and other 
professions have also had another influence 
as it enhances the efficiency of processes in 
those areas. The dynamism of knowledge 
engineering in covering most fields from 
science to sociology place it at the center 
stage as the solution provider to the people 
in those practices. An example of the 
evolution is that the knowledge-based 
systems now have to be able to use the 
internet as a platform for operation. That is a 
break from the traditional approaches that 
relied on a local network alone; therefore, 
technology has an impact. Most people are 
tending towards the use of cloud computing 
due to the benefits it offers that are better 
that the conventional models [3]. That 
proposition also influences an evolution of 
knowledge engineering to make it relevant 
to the issues that people wish to solve. 
 
2.2 Relationship with Artificial Intelligence 
 There is a relationship between the 
concept of and knowledge engineering and 
artificial intelligence AI. It is important to 
outline the definition of AI to determine 
which of the two concepts influences the 
other to establish this connection. Therefore, 
artificial intelligence refers to the ability of a 
machine and its software and hardware 
components to perform logic and abstract 
functions including communication between 
various systems [13]. When dealing with the 
information and the systems, the definition 
of that concept becomes the capacity to 
perceive and retain that knowledge to 
facilitate problem-solving strategies [6]. 
Most other description of artificial 
intelligence reflects it as a mental ability in 
the machines that enables them to reason 
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through a problem, plan on the pertinent 
activities and provides solutions through 
abstract thought. There are big variations 
from the human intelligence that arise from 
the better abilities that the people have to 
adapt their conscious to different stimuli. A 
man can change their thoughts even when 
the factors shift entirely and make decisions 
that fit into that context. On the other hand, 
artificial intelligence only deals with the 
variables that the machine has its inputs to 
adjust within a particular context [26]. For 
example, a robot that assembles vehicles has 
better accuracy than a human but, it cannot 
run when a fire occurs in the building 
because that function is not in its algorithm. 
Therefore, the beings of artificial 
intelligence can only vary their conscious 
within the constraints that the developers 
input into their operations. 
 As per the definitions of knowledge 
engineering above, it is a concept in 
computing that develops systems that solve 
problems using particular information and 
algorithms. Most scholars record that the 
whole field of knowledge engineering 
derives from earlier developments, expert 
systems, that relied on artificial intelligence 
[10]. The expert systems were an attempt by 
computer scientists to simulate the 
intelligent capabilities in humans and enable 
machines to substitute the people-effort in 
problem-solving exercises [7]. The strategy 
aimed at providing a computing system with 
adequate information through the input of 
algorithms that define certain functions. 
Afterward, the user provides some problems 
for the machine to determine how it is 
capable of utilizing that knowledge and 
providing a solution to it. Therefore, a 
knowledge-based system comprises of two 
important parts that enable its efficient 
functioning. The first is the knowledge base 
that contains all the information and 
algorithms and information that define the 
procedures it is likely to use to solve a 

problem [9]. This part contains all the facts 
and formulae that the system will select 
from according to the input that it will get 
about a particular issue from the user. It is 
similar to the way that a human being retains 
the information they get from books and 
other sources and turn it into the knowledge 
that they use to deal with their issues. The 
second part of the knowledge-based system 
is the reasoning or inference processor that 
enables the execution of the information and 
procedures in the knowledge base. They are 
a reactive process to the input that the 
system recognizes as a problem, and they 
initiate the whole program to deal with the 
functions that the user brings to it. 
 The way that the knowledge-based 
system functions mirrors the exact 
conceptualization that defines artificial 
intelligence. The system requires an input 
about the procedures that they will follow to 
execute the information that they have to 
complete a certain problem-solving task [5]. 
They follow certain procedures that the 
developer predefines to allow the system to 
provide a solution that is pertinent to the 
input they receive from the end-users. 
Therefore, they rely on the principles of 
artificial intelligence for operation with the 
inability to adjust their activities outside the 
scope of the knowledge base. If, for 
example, a person tampers with the 
knowledge case, the systems do not have the 
ability to understand that act and restore 
their operations to the initial convention. 
They will just follow the new algorithm 
without knowing if it is harmful or not. 
There have been broad developments in the 
field of artificial intelligence through the 
involvement of scientists in the research. 
There have also been significant 
improvements that imply enhancements in 
knowledge engineering. As artificial 
intelligence keeps growing in its capacity, so 
are the capabilities of knowledge-based 
systems. There is an always increasing 
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dependence on the knowledge that is 
available to facilitate further development in 
different areas of study. That is one of the 
factors that motivate the rise in efforts to 
develop better systems that can provide 
sufficient strategies to deal with human 
issues. 
 The objectives of knowledge and 
software engineering are similar as they 
pertain to the same context and also present 
an equal end product for the users. They all 
hope to develop a computer program that a 
user can apply in developing solutions to 
their problems. They both are a development 
from the traditional computing by bringing a 
conceptual approach on board that utilizes 
available knowledge to produce more. 
 
2.3 The Functioning of Knowledge 
Engineering and Process 
 The understanding of how 
knowledge-based systems function provides 
an excellent opportunity to get insights on 
how the concepts of knowledge engineering 
work. This section presents an overview of 
the typical process that the exercises in this 
field follow to arrive at a strategic solution 
to the problem a user gives. The first step in 
the functionality of the systems is to identify 
the type of tasks that the user inputs and 
needs a solution [21]. In this case, the 
developer defines the type of questions that 
the system will answer and sets certain rules 
on checks that it should perform on the 
user’s input. This coding enables the 
knowledge base to determine if it has the 
relevant tools that can solve that problem 
before it proceeds to the next step. 
 The second step in the functionality 
of a knowledge engineering process is to 
gather the information that it has in its base 
to determine its pertinence to the rules of 
problem-solving [25]. The system reflects 
the standards that the developer defined in 
the knowledge base about a particular 
problem to identify the correct strategy and 

approach to the problem. The system uses 
this step to determine if there are more sets 
of rules that it needs to provide a better 
solution or the current ones are sufficient. It 
is in this phase that it might ask for further 
assistance to clarify the problem or provide 
further variables from the humans to 
facilitate the processing. Take an example of 
a system that performs calculations, this 
stage helps the system to detect that the user 
has input letters instead of numbers. It then 
informs the user to enter figures or define an 
algorithm that calculates with letters. 
 The third step in the knowledge 
engineering process function is the 
development of ontologies that are a set of 
vocabularies that describes the objects that 
the user may be interested in for the problem 
at hand [16]. They include constants, 
variables, predicates, and functions that the 
program will use to deal with the issues that 
it identifies from the steps above. Ontology 
allows the different agents of the problem 
solution to share the information that is 
available in the knowledge base to 
determine the best strategy for solving the 
problem. They also allow humans to give a 
hand to ensuring the system uses the best 
path towards the solution. For example, an 
ontology will all the program to know that it 
should use pi to find the area of a circle 
instead of sigma as both may exist in the 
knowledge base. It then tells the program on 
the further steps it should conduct, say 
multiplication instead of addition. 
 Encoding the knowledge from the 
other phases represents the fourth stage of a 
process in knowledge engineering [2]. This 
step involves the identification of the axioms 
that are pertinent to the domain of the 
problem that the user wishes to solve. The 
system tries to establish the relationship 
between the input that the user provides, and 
they type of output that they expect to get 
after a computation. Therefore, this phase 
involves the development of certain 
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algorithms that can make up a particular 
formula that provides the solutions that the 
end-users anticipate. It is at this stage that 
the program should identify any mistakes 
that it could make in the phase of developing 
the ontologies in the previous stages. It 
provides a correction on those issues and 
then creates the axioms of the problem 
domain. In a proper perspective, this is the 
stage at which a human could differentiate 
between the formula for calculating the area 
of a circle and that for its circumference. 
They may use the same parameters for 
measurement, but the method isolates the 
order of application to identify the correct 
solution. It gauges between the area and the 
circumference to derive the right 
information from the knowledge base. 
 The fifth step in this process involves 
the encoding of the instances that will lead 
to a solution of the problem [20]. From the 
other steps of the activity, the program has 
all the information that it needs to solve the 
problem. But, it will go back to the inputs 
once more to determine what values fit in 
what context. It is at this stage that it 
outlines how the combination of axioms 
from the previous stage matches with the 
data that the user inputs to develop a 
solution that is pertinent to their problem. 
Going back to the example of the circle, this 
is where the program differentiates the 
values into those that represent the radius 
and diameter. This phase enables it to decide 
the best procedures for ensuring the formula 
that it chooses adhere with the right 
variables to create the relevant solution. By 
the end of the activities of this stage, the 
program should be in a position to provide a 
basic solution to some problems. After the 
completion of this stage, the developers 
move on to testing the application to ensure 
it is safe for use. 
 The sixth step involves the activities 
of finalizing with the program [24]. It has 
been capable of following the procedures 

that will solve the problems in its fields and 
requires a confirmation of its efficiency. 
Therefore, the developers present a set of 
challenges to the knowledge base to ensure 
it has all the correct information and 
procedures that will deal with the issues. 
They create the instances that can relate to 
the typical problems that are likely to occur 
in the program and debug it. There has to be 
a focus on the possible complexities that any 
user can bring on to ensure that the 
knowledge-based system is capable of 
sustaining various amounts of operational 
pressure. The result of this phase should 
provide a program that has all the 
efficiencies that the end users define in their 
requirements. It is at this procedural stage 
that the developer gets the opportunity to 
detect and eliminate all errors that can 
minimize the optimal performance of the 
knowledge-based system. 
 
2.4 Models for Knowledge Engineering 
 There are various approaches that the 
developers of a knowledge based system 
may wish to use to outline the objectives of 
the process above. The modeling strategies 
are necessary for different contexts to ensure 
that the product is pertinent to the needs of 
the target users. This paper focuses on the 
canonical Probabilistic and also the 
Decision-Based Software Process Models. 
 
2.4.1 Canonical Probabilistic Model of 
Knowledge Engineering 
 Probabilistic models provide the best 
avenue that most analysts can use to deal 
with large data sets that are tough to predict 
the outcomes. They use artificial intelligence 
as a basis to develop the techniques of 
analysis, and this approach increases their 
efficiency. Canonical probabilistic 
approaches to knowledge engineering 
provide an opportunity for the developers to 
predict and satisfy the demands that 
numerous and very random people are likely 
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to create. Therefore, the approach focuses on 
establishing the possible outcomes and 
responses towards a particular stimulus and 
uses that information to create the 
knowledge-based systems. The challenge in 
the application of this type of modeling in 
knowledge engineering has been to get the 
numerical data that can provide sufficient 
information for the development [8]. The 
canonical probabilistic modeling uses 
various techniques and approaches that rely 
heavily on mathematical formulae for 
success. Therefore, there has to be sufficient 
quantitative data about the target users if the 
developers are to get accurate and positive 
outcomes from their activities. Sometimes 
people use case studies of particular 
applications to provide a ground for the 
anticipation of the results before indulging 
in the development. 
 
2.4.2 Decision-Based Software Process 
Model of Knowledge Engineering 
 This approach uses the participation 
of all the stakeholders that are likely to use 
the program to provide the information 
about their requirements [23]. Then, the 
developers will use that information to 
decide on the best approaches that can help 
the people to solve their problem. The 
modeling of the knowledge-based system 
derives from that decision that may even 
break further down to provide more specific 
solutions. The model requires that the 
developers have to be in constant 
consultation with representatives of the 
stakeholders to determine how each of the 
operations has to proceed. It is the only way 
to ensure that the final product is pertinent to 
the requirements. The approach focuses on 
the organization elements that include the 
people, their tasks, their operational 
structure, information technology, and the 
techniques of production. The decision-
oriented modeling eliminates the possibility 

of marginal errors in the process that can be 
costly for the clients and the developers. 
 
2.5 Common Applications of Knowledge-
Based Systems 
 One of the areas that widely use 
knowledge-based systems is the scheduling 
of processes in activities such as 
manufacturing and other industrial processes 
[18]. Such activities require the optimization 
of resources, time, and costs to ensure the 
actor achieve the best profits from their 
operations. The difficulties come in the 
instances that involve exponential 
constraints and multiple variables that need 
simultaneous computations and solutions. 
But the process has prior information about 
what combination of activities failed and 
those that are a success. Then they use that 
information to develop a system that can 
provide an optimization strategy to handle 
the issues. The system requires the ability to 
change the schedule as the requirements 
shift [15]. That exploration is one important 
application of knowledge-based systems. 
The basics of those applications also extend 
to other areas of industry including 
information technology. Therefore, 
knowledge-based systems are an important 
contributor to various activities in business 
and other fields. 
Conclusion 
 The concept of knowledge and 
information engineering is an essential 
contributor to the development of the world 
that is increasing its dependency on 
computing systems. The study sought to 
establish the functions of knowledge 
engineering and indulged into the canonical 
probabilistic and decision-based models that 
developers can use to create knowledge-
based systems. There is a good relationship 
between knowledge engineering and 
artificial intelligence as the latter provides 
the basis upon which knowledge-based 
systems develop. Therefore, it is easier to 

178 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 13, No. 10, October 2015 

 
conclude that any progress that researchers 
and scientists make in the field of computing 
will also influence the development of 
knowledge engineering. That is because 
information and knowledge engineering also 
derives from other concepts such as software 
development that are realizing rapid growth 
in the current society. The applications of 
knowledge-based systems are also essential 
to most functions in industry and businesses. 
People would be using the programs without 
even realizing they are engaging in the 
concepts of information and knowledge 
engineering. The applications are significant 
to the extent of influencing the procession 
activities in areas such as manufacturing and 
other industries such as mining. Therefore, 
knowledge engineering is an important 
concept that requires more attention and 
development to benefit the society. 
 
References 
 
[1]. Akerkar, Rajendra, and Priti Sajja. 

Knowledge-based systems. Jones & 
Bartlett Publishers, 2010. 

[2]. Baumeister, Joachim, Jochen 
Reutelshoefer, and Frank Puppe. 
"KnowWE: a Semantic Wiki for 
knowledge engineering." Applied 
Intelligence 35.3 (2011): 323-344. 

[3]. Beloglazov, Anton, Jemal Abawajy, and 
Rajkumar Buyya. "Energy-aware 
resource allocation heuristics for 
efficient management of data centers for 
cloud computing." Future generation 
computer systems 28.5 (2012): 755-768. 

[4]. Brodie, Michael L., and John 
Mylopoulos, eds. On knowledge base 
management systems: integrating 
artificial intelligence and database 
technologies. Springer Science & 
Business Media, 2012. 

[5]. Cheung, Chi Fai, C. M. Cheung, and S. 
K. Kwok. "A knowledge-based 
customization system for supply chain 

integration." Expert Systems with 
Applications 39.4 (2012): 3906-3924. 

[6]. Cohen, Paul R., and Edward A. 
Feigenbaum, eds. The handbook of 
artificial intelligence. Vol. 3. 
Butterworth-Heinemann, 2014. 

[7]. David, Jean-Marc, Jean-Paul Krivine, 
and Reid Simmons, eds. Second 
generation expert systems. Springer 
Science & Business Media, 2012. 

[8]. Dıez, F. Javier, and Marek J. Druzdzel. 
Canonical probabilistic models for 
knowledge engineering. Technical 
Report CISIAD-06-01, UNED, Madrid, 
Spain, 2006. 

[9]. Eldrandaly, Khalid, and Soad Naguib. 
"A knowledge-based system for GIS 
software selection." Int. Arab J. Inf. 
Technol. 10.2 (2013): 152-159. 

[10]. Hwang, Gwo‐Jen, et al. "A 
knowledge engineering approach to 
developing educational computer games 
for improving students' differentiating 
knowledge." British Journal of 
Educational Technology 44.2 (2013): 
183-196. 

[11]. Kasabov, Nikola K. Foundations of 
neural networks, fuzzy systems, and 
knowledge engineering. Marcel Alencar, 
1996. 

[12]. Li, B. M., S. Q. Xie, and X. Xu. 
"Recent development of knowledge-
based systems, methods and tools for 
One-of-a-Kind Production." Knowledge-
Based Systems 24.7 (2011): 1108-1119. 

[13]. Nilsson, Nils J. Principles of 
artificial intelligence. Morgan 
Kaufmann, 2014. 

[14]. Pham, Duc Truong, ed. Artificial 
intelligence in design. Springer Science 
& Business Media, 2012. 

[15]. Raman, RV, and K. V. K. Prasad. 
"Applications of Knowledge Based 
Systems in Mining Engineering." 
APCOM 87: Mining 1. 1987. 

179 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 13, No. 10, October 2015 

 
[16]. Rao, Lila, Gunjan Mansingh, and 

Kweku-Muata Osei-Bryson. "Building 
ontology based knowledge maps to 
assist business process re-engineering." 
Decision Support Systems 52.3 (2012): 
577-589. 

[17]. Sarathy, Vijay, Purnendu Narayan, 
and Rao Mikkilineni. "Next generation 
cloud computing architecture: Enabling 
real-time dynamism for shared 
distributed physical infrastructure." 
Enabling Technologies: Infrastructures 
for Collaborative Enterprises 
(WETICE), 2010 19th IEEE 
International Workshop on. IEEE, 2010. 

[18]. Saucer, J. "Knowledge-based 
systems techniques and applications in 
scheduling." Knowledge-Based Systems 
Techniques and Applications, TL 
Leondes, ed., San Diego, Academic 
Press. 1999. 

[19]. Schreiber, Guus. Knowledge 
engineering and management: the 
CommonKADS methodology. MIT press, 
2000. 

[20]. Simpson, Ron M., et al. "GIPO: an 
integrated graphical tool to support 
knowledge engineering in AI planning." 
Sixth European Conference on Planning. 
2014. 

[21]. Sriram, Ram D. Intelligent systems 
for engineering: a knowledge-based 
approach. Springer Science & Business 
Media, 2012. 

[22]. Studer, Rudi, V. Richard Benjamins, 
and Dieter Fensel. "Knowledge 
engineering: principles and methods." 
Data & knowledge engineering 25.1 
(1998): 161-197. 

[23]. Toffolon, Claudine, and Salem Ben 
Dhaou Dakhli. "A Decision-oriented 
model of software engineering 
processes." (2007). 

[24]. Tzafestas, Spyros G., ed. 
Knowledge-based system diagnosis, 

supervision, and control. Springer 
Science & Business Media, 2013. 

[25]. Warner, Homer R., Dean K. 
Sorenson, and Omar Bouhaddou. 
Knowledge engineering in health 
informatics. Springer Science & 
Business Media, 2012. 

[26]. Wenger, Etienne. Artificial 
intelligence and tutoring systems: 
computational and cognitive approaches 
to the communication of knowledge. 
Morgan Kaufmann, 2014. 

 

180 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 13, No. 10, October 2015 

 
 

Online Support vector machines based on the data 

density 
Saeideh beygbabaei 

Department of computer 

Zanjan Branch, Islamic Azad University 

Zanjan, Iran 

 

Abstract— nowadays we are faced with an infinite data sets, such 

as bank card transactions, which according to its specific 

approach, the traditional classification methods cannot be used 

for them. In this data, the classification model must be created 

with a limited number of data and then with the receiving every 

new data, first, it has been classified and ultimately according to 

the actual label (which obtained with a delay) improve 

classification model. This problem known the online 

classification data.one of the effective ways to solve this problem, 

the methods are based on support vector machines that can 

pointed to OISVM, ROSVM, LASVM and… .in this 

classification accuracy and speed and memory is very 

important; on the other hand, since finishing operations support 

vector machines only depends to support vector which is nearly 

to optimal hyperplane clastic; all other samples are irrelevant 

about this operation of the decision or optimal hyperplane, in 

which case it is possible classification accuracy be low. In this 

paper to achieve the desirable and accuracy and speed memory, 

we want by reflect the distribution density samples and linearly 

independent vectors, improve the support vector machines. 

Performance of the proposed method on the 10 dataset from 

UCI database and KEELS evaluation. 

 

Keywords: support vector machines, linear independent vector, 

relative density degree, online learning 

 

I. INTRODUCTION 

    Support vector machines (SVMs) [1] are one of the 
most reputable and promising classification algorithms.SVM 
foretaste that one sample Classified in which class or group. 
The algorithm for the separation of groups from each use the 
page. As opposed to another learning methods such as, e.g., 
neural networks, they are forcefully theoretically founded, 
and have been shown to enjoy excellent performance in 
various applications [2].one framework, though, in which 
their power has not yet been fully developed is on-line 
learning. Online Training is determined as an algorithm 
allows several incremental updates of a model to be processed 
.SVM Assuming that the data are available and once learns 
data and applies to predict the other data. But online data are 
regularly are producing and may the data changed over time. 
Some data newly are produced and this is defect SVM. Our 
problem is how can change SVM To be able with use the data 
density, learn the data as online.  

II.      TOPICS STUDIED IN THIS PAPER 

A. online Classifiers challenges   

Classification problems used in different areas such as data 
analysis, machine learning, and data mining and statistical 
inference, classification Methods are in result a form of 
supervised learning methods which a set of dependent 
variables must be estimated based on the input feature set. 
Many proposed methods for the classification assume that the 
data sets are static and to create models of the data can be used 
even have perform multiple passes over on data. However, 
having multiple passes on the data to create a model of data 
mining in the online data is not possible. Moreover, one of the 
most momentous challenges in the classification online data, 
is discussion of not having previous knowledge an online data 
that causes commonly cannot be used older methods for online 
data. The most important challenge in the classification online 
data discussion is the accuracy and speed and memory in data.  
We have to resolve the challenges Training Speed And savings 
in memory and  Accuracy suggest algorithm Online support 
vector machine based on data density, The algorithm 
calculates density of sample each  sample entering and applies 
a set of linearly independent observation and also we use 
Newton to update the method, That reduces the time and space 
required. This method also has good speed and accuracy. 

 

B. support vector machines 

This method is among a relatively new methods that have 

advantage performance in recent years compared to older 

methods for classification Based Working Classification 

SVM, classify linear data. We are trying in partition the linear 

data select the linear that have more confident marginally. 

Solve the equation to find the optimal line for data are done by 

QP methods well-known methods in solving restricted 

problems. SVM is a binary classifier that separates two classes 

by using a linear border. In this way, using every bands and an 

optimization algorithm, to obtain samples that form the 

boundaries of classes, these samples called support vectors. 

Number of training places that are nearest to the decision 

boundary can considered as a subset to define the boundaries 

of decision and support vectors. We have Training data set D 

includes n elements that can be defined as follows: 

𝐷 = {(𝑥𝑖 , 𝑦𝑖)|𝑥𝑖 ∈ 𝑅𝑝 , 𝑦𝑖 ∈ {−1,1}}
𝑖=1

𝑛
     (1) 
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Consider samples can be separate in 𝑅𝑚 by a linear function. 

Such 𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 , 𝑤 ∈ 𝑅𝑚, 𝑏 ∈ 𝑅 SVM algorithm finds 

a function,     which      is ∥w∥    minimum.   Provided        that 

 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) − 1 ≥ 0 . If the samples are not possible to 

linearly separated, L slack variables ξ ≥ 0 are introduced and 

                          𝑎𝑟𝑔𝑚𝑖𝑛 
1

2
∥ 𝑤 ∥2+ 𝑐 ∑ 𝜉𝑖

𝑝𝑙
𝑖=1         (2) 

is sought for, subject to the limitation 𝑦i(w. xi + b) ≥ 1 − ξi  

, where 𝑐 ∈ 𝑅+ is an error penalty coefficient and P is usually 

1 or 2. The problem is compactly expressed in Lagrangian 

form by further introducing L pairs of coefficients 𝛼𝑖 , 𝜇𝑖 and 

then minimizing  

𝑙𝑝 =
1

2
∥ 𝑤 ∥2− ∑ ai(yi(w. xi + b) − 1 + ξi)

l

i=1

+ c ∑ ξi
p

− ∑ μiξi

l

i=1

l

i=1

           (3) 

Subject  to 𝛼i, μi ≥ 0  Using the Karush–Kuhn–Tucker (KKT) 

optimality conditions , we obtain that 
∂lp

∂w
= 𝑤 − ∑ 𝛼𝑖𝑦𝑖𝑥𝑖 = 0𝑙

𝑖=1              (4) 

That  is 

𝑤 = ∑ 𝛼𝑖𝑦𝑖𝑥𝑖

𝑙

𝑖=1
                               (5) 

Hence the approximating function 𝑓(𝑥) can be expressed as 

𝑓(𝑥) = ∑ 𝛼𝑖𝑦𝑖𝑥. 𝑥𝑖 + 𝑏𝑙
𝑖=1                 (6) 

To improve the discriminative power of an SVM, The 𝑥iʼs are 

generally mapped to a high, possibly infinite dimensional 

space (the feature space) via an on-linear mapping   Φ(𝑋 ); the 

core of the SVM becomes then the so called kernel function  

𝑘(𝑎, 𝑏) = Φ(𝑎). Φ(𝑏) . The kernel matrix K is defined beside 

such that 𝑘𝑖𝑗 = 𝑘(𝑥𝑖,𝑥𝑗) In fact, dimension the core is the 

dimension characteristics space. Widely used kernels are the 

polynomial one (finite- dimensional) and the Gaussian one 

(infinite-dimensional).In the end, Eq. (6)is rewritten as  

𝑓(𝑥) = ∑ 𝛼𝑖𝑦𝑖𝑘(𝑥, 𝑥𝑖) + 𝑏𝑙
𝑖=1  After minimization of LP, some 

of the 𝑎i’s (really most of them in many applied applications) 

are equal to zero; those xi’s for which this does not hold are 

called support vectors. The solution depends on them alone 
and their number is proportional to the number of training 

samples [3]. The standard  SVM algorithm is meant to be used 

batch-wise; to increase it to the on-line setting two different 

approaches have been Offered: (i) the batch algorithm is 

adapted to test one sample at the time and produce a new 

approximate solution; (ii) accurate methods that incrementally 

update the solution. In both cases we have that the potentially 

endless flow of training samples of the on-line setting will 

bring sooner or later to an explosion of the number of support 

vectors, and hence of the testing time.   

C. on-line independent SVMs 

In SVMs When we have a never-ending stream of data 

because of space and time are not suitable requisition for 

online learning. In standard learning, a set of (sample, label) 

pairs drawn from an unknown probability distribution is 

given in advance (training set); the work is to find a function 
(hypothesis) such that its sign supreme determines the label 

of any future sample drawn from the same distribution. As 

opposed to this, in on-line learning samples and labels are 

made available in time, so that no knowledge of the training 

set can be supposed a priori. The hypothesis must therefore 

be built incrementally every time a new sample is available. 

Let us call this operation of building a new hypothesis, a 

round. Formally,let {𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑙 , with 𝑥𝑖 ∈ 𝑅𝑚 , 𝑙 ∈ 𝑅+ and 

 𝑦𝑖  ∈ {−1,1};  be the full training set, and let hi denote the 

hypothesis built at round i, when only the (sample, label) 

pairs up to i are available .At the next round, a new sample 

𝑥𝑖+1   is available and its label is predicted using hi . The true 

label 𝑦𝑖+1is then matched against this prediction, and a new 

hypothesis ℎ𝑖+1 is built taking into account the loss incurred 

in the prediction. In the end, for any given sequence of 

samples (𝑥1, 𝑦1), … , (𝑥𝑙 , 𝑦𝑙), a sequence of hypotheses  

ℎ1, … , ℎ𝑙   is built such that ℎ𝑖 depends only on ℎ𝑖−1and 

(𝑥𝑖 , 𝑦𝑖)  . Note that any standard machine learning algorithm 

can be adapted to work in the on-line setting only retraining 

from scratch each time a new sample is acquired. However, 

this would result in an extremely inefficient algorithm. In the 

following we sketch the theory of SVM that gives us the 

tools to extend  it to the on-line setting in an efficient way. 
 

1) density of sample 
The relative density degree for a sample Indicative how dense 

the region in which the corresponding sample locates is 

compared to other region in a given data set. Here we focus on 

assigning each point a relative margin. The relative margins of 

points want to be optimized by algorithms, and have no 

relation with the density distribution According to the density 

distribution of a given data set, a data point in it may locate in 

a dense region and has a higher density degree, or in a Non 

condensing region and has a lower density degree. The final 

decision function of SVMs just depends on support vectors 

which lie closet to the optimal separating hyperplane, whereas 

all other samples are irrelevant to this decision function. If the 

given data are smoothness, or satisfy the low density 

separation assumption, resulting SVs usually locate in a lower 

density region. However, samples with higher density degrees 

should be included in the representation of decision function 

in order to more correctly classify the given data set [4]. For 

the unsmooth data, resulting SVs may locate in a lower density 

region or not. But the ‘‘optimal’’ separating hyperplane just 

based on SVs, without considering the density distribution, 

may not be the optimal actually. Therefore, we want to reflect 

the density distribution of data in SVMs. We extract relative 

density degrees of training data as the density information and 

assign them to the corresponding data points as relative 

margins. we use our proposed method to extract relative 

density of the samples of K-nearest neighbor method such as 

in [5] . In this way, By entering Each sample we calculated 

density the following way : 

Xm={xmj}    ,   𝑚 = 1,2, … , 𝑐𝑗=1
𝑙𝑚  and the value of K, we search 

K nearest neighbors for xmj , in the m-th class by using some 

distance metric d(𝑥𝑚𝑗,𝑥𝑚). Let 𝑥𝑚𝑗
𝑘  be the K-th nearest 
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neighbor, d(𝑥𝑚𝑗 , 𝑥𝑚𝑗
𝑘 )be the distance between 

𝑥𝑚𝑗  and 𝑥𝑚𝑗
𝑘 ,and 

𝐷𝑚
𝑘 = 1

𝑙𝑚⁄ ∑ 𝑑(𝑥𝑚𝑗 , 𝑥𝑚𝑗
𝑘 )

𝑙𝑚

𝑗=1

            (7) 

The relative density degree 𝜌𝑚𝑗  for xmj  is defined by  

                      𝜌𝑚𝑗 =
𝐷𝑚

𝑘

𝑑(𝑥𝑚𝑗,𝑥𝑚𝑗
𝑘 )

                    (8) 

 

2) Exploiting linear independence sample 

A system involved in on-line learning must face a potentially 

endless flow of training data, updating its knowledge after 

every new sample. This setting is particularly hard for SVMs 

as the size of an SVM solution grows linearly with the number 

of training samples taken into account Since any real system 

has access to finite resources (e.g., finite computational 

power, memory, etc.), a strategy to limit the number of data 

points is needed, and a trade-off to accuracy must be accepted. 

So, it becomes decisive to find a way to save resources while 

obtaining an acceptable approximation of the ideal system. 

Consider 𝑓(𝑥) = ∑ 𝛼𝑖𝑦𝑖 𝑘(𝑥, 𝑥𝑖) + 𝑏𝑙
𝑖=1  The representation 

of f(x) is created by summing up as many factors as support 

vectors. Really, one step further can be taken: if some of the 

support vectors are linearly dependent on the others in the 

feature space, some of them can be expressed as a function of 

the others, so reducing the expression of f(x). Denote the 

indices of the vectors in the current basis, after L training 

examples, by 𝛣. When the algorithm receives 𝑥𝑙+1  it has to 

check if it is linearly independent or not from the basis 

vectors. Generally, checking whether a matrix has full rank is 

done via some decomposition, or by looking at the 

eigenvalues of the matrix; but here we want to check whether 

a single vector is linearly independent from a matrix of 

vectors already known to be full rank. It is then simpler to 

exploit the definition of linear independence and check how 

well the vector can be approximated by a linear combination 

of the vectors in the matrix. let dj 𝜖R; then let 

∆= 𝑚𝑖𝑛𝑑 ‖∑ 𝑑𝑗𝜙(𝑥𝑗) − 𝜙(𝑥𝑙+1)

𝑗=𝐵

‖

2

< 𝜂         (9) 

 

If in the formula ∆> 0, xL+1 is linearly independent with 

respect to the basis, and L+1 is added to B. 

In practice, one must check whether ∆< 𝜂 where  0 < 𝜂 is a 

tolerance factor, and expect that larger values of 𝜂 lead to 

worse accuracy, but also to smaller bases. If 𝜂 is set to zero the 

solution found will be the same as in the classical SVM 

formulation; therefore, no approximation what so ever is 

involved, unless one gives it up in order to get even fewer 

support vectors. An impressive way to evaluate ∆ is needed. 

to expand (9) and remembering the compliment of the kernel 

matrix K, we get  

∆= 𝑚𝑖𝑛𝑑(𝑑𝑇𝑘𝐵𝐵𝑑 − 2𝑑𝑇𝑘 + 𝑘(𝑥𝑙+1, 𝑥𝑙+1))    (10) 

Applying the extremum conditions with respect to d to (10) we 

obtain that  𝑑~ = 𝑘𝐵𝐵
−1𝑘 and, by replacing this in (10) once, 

        ∆= 𝑘(𝑥𝑙+1, 𝑥𝑙+1) − 𝑘𝑇𝑑~ < 𝜂      (11) 

Note that KBB can be safely inverted since, by incremental 

construction, it is full rank. An efficient way to do it, 

exploiting the incremental nature of the approach, is that of 

updating it recursively. Using the matrix inversion lemma, 

after the addition of a new sample the new 𝑘𝐵𝐵
−1becomes  

[

  .
 𝑘𝐵𝐵

−1 ⋮
⋯ … ⋮

] +
1

𝛥
[

𝑑~

−1
] [𝑑~𝑇 −1]     (12) 

Therefore, with a set of independent training vectors of 

training samples as the basis vectors and using a Hilbert space 

and theorem introduced the support vector machine In this 

way becomes: 𝑎𝑟𝑔𝑚𝑖𝑛𝑤,𝑏
1

2
‖𝑤‖ + 𝑐 ∑ 𝜉𝑖

𝑝𝑙
𝑖=1 , w can be write 

𝑤 = ∑ ℬ𝑖𝜙(𝑥𝑖)𝑙
𝑖=1  The expression kernel matrix and norm 

two W The formula for change such as in [6]: 

‖𝑤‖2= ∑ ℬ𝑖ℬ𝑗
𝑙
𝑖,𝑗=1 𝜙(𝑥𝑖)𝜙(𝑥𝑗)=∑ ℬ𝑖ℬ𝑗𝐾𝑖𝑗

𝑙
𝑖,𝑗=1  

 The main problem with the use of density that uses 

algorithm KNN Achieved; change as follows. 

𝒂𝒓𝒈𝒎𝒊𝒏𝓑,𝒃

𝟏

𝟐
∑ 𝓑𝒊𝓑𝒋𝑲𝒊𝒋 + 𝒄 ∑ 𝝃𝒊

𝒑

𝒍

𝒊=𝟏

𝒍

𝒊,𝒋=𝟏

 

𝒔𝒖𝒃𝒋𝒆𝒄𝒕 𝒕𝒐 𝒚𝒊 (∑ 𝓑𝒊𝑲𝒊𝒋 + 𝒃

𝒍

𝒋=𝟏

) ≥ 𝝆𝒊 − 𝝃𝒊              ∀𝒊=𝟏,…,𝒍 

In this section we interfaces for optimization problem (13) 

without expressing its dual Lagrange and formulas express. 

Instead we use a number of coefficients of selected basis 

vectors. So we need a way to optimize the initial formula of 

the equation (13). The method is selected, consistent by the 

Newton. If 𝐷 ⊂ {1 , … , 𝑙},  

𝑎𝑟𝑔𝑚𝑖𝑛     
1

2
ℬ𝑇𝑘𝐷𝐷ℬ +

1

2
𝑐 ∑ 𝑚𝑎𝑥(0, 𝜌𝑖 − 𝑦𝑖𝑘𝑖𝐷ℬ)2  

𝑙

𝑖=1

(14) 

We then set D = B, which assures that the solution to the 

problem is unique, since KBB is full rank by construction. 

When a new sample xL+1 is available, the Newton method goes 

as follows: 
 
1. use the current value  of B as starting vector;   

2. 𝑜𝑙+1 = 𝑘𝑙+1,ℬℬ if 𝜌𝑖 − 𝑦𝑙+1𝑜𝑙+1 ≥ 0 then stop: the 

current solution is already optimal. Otherwise, 

3. if 𝐼 = {𝑖: 𝜌𝑖 − 𝑦𝑖𝑜𝑖 > 0} where 𝑜𝑖 = 𝑘𝑖,ℬℬ is the output 

of the i-th  training sample; 

4. update B with a Newton step: ℬ − 𝛾𝑃−1𝑔 → ℬ that  

(13) 
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𝑃 = 𝑘ℬℬ + 𝑐𝑘ℬ𝐼𝑘ℬ𝐼
𝑇  

𝑔 = 𝑘ℬℬℬ − 𝑐𝑘ℬ𝐼(𝑦𝐼 − 𝑜𝐼) 

5. let 𝐼𝑛𝑒𝑤 = {𝑖:   𝜌𝑖 − 𝑦𝑖𝑜𝑖 > 0}, 𝑤ℎ𝑒𝑟𝑒  𝑜𝑖  are 

recalculated using new B. if  𝐼𝑛𝑒𝑤 is equal to I stop; 

otherwise 𝐼𝑛𝑒𝑤 → 𝐼, and go to step 4. 

Generally the algorithm is summarized as follows: 

A. Each sample enters its density is calculated. 

B. Check the samples are linearly independent or not, if 

the sample is linearly independent add  to basis vectors. 

C. Optimization is done gradually. 

Algorithm1. Pseudo-code of our method 

Parameters: 𝜂 

Initialization:ℬ = {} 

      For each time step t=1... L    ,m=1,…,c do 

           d (𝑥𝑚𝑡 , 𝑥𝑚𝑡
𝑘 ) 

            𝐷𝑚
𝑘 =

1

𝑙𝑚
𝑑(𝑥𝑚𝑡 , 𝑥𝑚𝑡

𝑘 ) 

            𝜌𝑖 =
𝐷𝑚

𝑘

𝑑(𝑥𝑚𝑡 , 𝑥𝑚𝑡
𝑘 )

 

           K=k (xi , xj) 

           𝑑 = kℬℬ
−1 k 

             ∆= 𝑘(𝑥𝑡 , 𝑥𝑡) − 𝑘𝑇𝑑 

                     If ∆≥ 𝜂    𝐭𝐡𝐞𝐧 

                            ℬ = [ℬ, 𝑡] 
                   End if 

             𝑜𝑡 = 𝑘𝑇ℬ 

                    If 𝑜𝑡 ≤  𝜌𝑖  

                                 𝐼𝑛𝑒𝑤 = {𝑖: 𝜌𝑖 − 𝑦𝑖𝑜𝑖 > 0} 

                             Repeat  

                                 𝐼 = 𝐼𝑛𝑒𝑤  

                                     𝑃 = 𝐾ℬℬ + 𝑐𝐾ℬ𝐼𝐾ℬ𝐼
𝑇  

                                      ℬ = 𝑐𝑃−1𝐾ℬ𝐼𝑦𝐼  

                                        Recalculate oi , i=1,…,t 

                                                𝐼𝑛𝑒𝑤 = {𝑖: 𝜌𝑖 − 𝑦𝑖𝑜𝑖 > 0} 

                                        Until 𝐼 = 𝐼𝑛𝑒𝑤 

                   End if 

       End for 

 

D. Experimental results 

Results obtained on the average 10 times random 

performance of data. And in all cases considered the value  

for K, 10 neighbors. And accuracy is η = .01 also  kernel 

used in all performances  is Gaussian. 

TABLE 1: RESULTS OF TESTS ON THE 10 DATASETS FROM KEELS 

DATABASE 

The below images shows the comparison Growth of support 

vectors and error rate on the banana database With two 

features and 2500 samples a random selection from 5300 

sample. According to the image we find that the error rate is 

reduced by the time. 

 

E. Comparison 

 Ultimately we show the following table, compared results 

of tests on the 10 data sets from the UCI and keels database. 

we have shown Average accuracy of classification Also, the 

number of support vectors in parentheses. And we compared 

our method With LIBSVM, OISVM and Incrsvm. We have 

determined We have determined That the proposed algorithm 

compared with other online algorithms Because of sample 

density provided better performance 

Terms of accuracy. and also  The number of support vectors 

in the our algorithm are much less than other algorithms to  

online classify. That in some cases the number of support 

vectors of 3 or more than 60 times less than other methods. 

Our 

method 
OISVM IncrSVM LIBSVM database 

90.716    
(46) 

89.95    
(47) 

90      
(121) 

89.75     
(194) 

Banana 

77.72      

(41) 

75.51    

(43) 

78.71  

(126) 

78.18     

(199) 
Breast 

79          
(11) 

76.83    
(11) 

77.83  
(291) 

79.21     
(421) 

Diabetes 

69.35       

(15) 

67.52    

(17) 

68.78  

(555) 

67.58     

(635) 
Flare 

78.98       
(55) 

77.20    
(55) 

80      
(392) 

78.49     
(611) 

German 

Numb support vector error accuracy database 

46 9.2840 90.716 Banana 

41 22.28 77.72 Breast 

11 21 79 Diabetes 

15 30.65 69.35 Flare 

55 21.02 78.98 German 

16 14.01 85.99 Heart 

100 1.7 98.3 Ring norm 

13 21.5 78.55 Titanic 

67 2.40 97.6 Two norm 

81 9.80 90.2 Waveform 
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Our 

method 
OISVM IncrSVM LIBSVM database 

85.99       
(16) 

84.90    
(19) 

87.07 
   (88) 

86.84     
(164) 

Heart 

98.4        

(100) 

98.4      

(87) 

98       

  (217) 

98.67     

(477) 
Ring 

norm 

78.55        
(14) 

77.84    
(11) 

77.28 
    (86) 

79         
(146) 

Titanic 

97.6          

(67) 

97.14    

(65) 

97.74 

  (304) 

97.44   

(400) 
Two norm 

90.2          
(84) 

89.67    
(83) 

90.3 
    (240) 

90.46     
(324) 

Waveform 

 

F. Conclusion  

The main challenges And proposed In the online 

classification data, is needed discussions about accuracy, 

memory and speed [7] .Since SVM  for classification Data 

only depend on support vector Which are closer to the 

optimal hyperplane all other samples are irrelevant to 

classification action, It may reduce the accuracy of 

classification. In this direction we suggested an important 

issue to determine the density of each sample. To solve the 

problem of memory and speed, We have consider a set of 

training vectors for classification function Independent of 

the sample used to support vector. And used the method of 

Newton instead Lagrange and dual formulas. By using the 

proposed approach, would have considerably reduce  the 

accuracy problem and memory requirements in online 

algorithm. Finally, the proposed method has been tested on 

10 standard data set,also The results compared with the 

methods Incrsvm and OISVM and LIBSVM. we can 

conclude that form results of The comparison, The number 

of support vectors considerably reduced in this way than any 

other online methods. And the problem of the infinite 

memory requirements is solved. And also to the relative 

density degree of each sample, Classification provide greater 

accuracy, And therefore reduced the classification error. 
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